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#### Abstract

In this paper, we prove the completeness of a derivative chain constructed by the eigenand adjoined vectors of polynomial operator pencils of third order with multiple characteristics corresponding to a boundary value problem on the semiaxis.
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## 1. Introduction

In the separable Hilbert space $H$, consider the polynomial operator pencil

$$
\begin{equation*}
P(\lambda)=(-\lambda E+A)(\lambda E+A)^{2}+\lambda^{2} A_{1}+\lambda A_{2}, \tag{1}
\end{equation*}
$$

where $E$ is the identity operator, $A$ is a self-adjoint positive-definite operator with compact inverse $A^{-1}$ and $A_{1}, A_{2}$ are linear operators with $A_{j} A^{-j}, j=1,2$, bounded on $H$. In this case the pencil $P(\lambda)$ has a discrete spectrum.

We denote by $H_{\theta}$ the scale of Hilbert spaces generated by the operator $A$, i.e. $H_{\theta}=$ $D\left(A^{\theta}\right), \theta \geq 0,(x, y)_{H_{\theta}}=\left(A^{\theta} x, A^{\theta} y\right), x, y \in D\left(A^{\theta}\right)$.

We introduce the following Hilbert spaces:

$$
\begin{gathered}
L_{2}\left(R_{+} ; H\right)=\left\{u(t):\|u\|_{L_{2}\left(R_{+} ; H\right)}^{2}=\int_{0}^{+\infty}\|u(t)\|_{H}^{2} d t<+\infty\right\}, \\
W_{2}^{3}\left(R_{+} ; H\right)=\left\{u(t):\|u\|_{W_{2}^{3}\left(R_{+} ; H\right)}^{2}=\int_{0}^{+\infty}\left(\left\|\frac{d^{3} u(t)}{d t^{3}}\right\|_{H}^{2}+\left\|A^{3} u(t)\right\|_{H}^{2}\right) d t<+\infty\right\}
\end{gathered}
$$

(see [1]). Here and further, the derivatives are understood in the sense of distribution theory.

[^0]We associate to pencil (1) the boundary value problem of the form

$$
\begin{equation*}
P(d / d t) u(t)=0, u(0)=\varphi_{0}, \frac{d u(0)}{d t}=\varphi_{1}, t \in R_{+}=[0,+\infty), \tag{2}
\end{equation*}
$$

where $u(t) \in W_{2}^{3}\left(R_{+} ; H\right), \varphi_{s} \in H_{5 / 2-s}, s=0,1$.
Let $\lambda_{n}(n=1,2, \ldots)$ be the eigenvalues of the pencil $P(\lambda)$ in the left half-plane $\Pi_{-}$ and $\psi_{0, n}, \psi_{1, n}, \ldots, \psi_{m, n}$ be the eigen- and adjoined vectors corresponding to the eigenvalue $\lambda_{n}$ :

$$
\begin{gathered}
P\left(\lambda_{n}\right) \psi_{0, n}=0, P\left(\lambda_{n}\right) \psi_{1, n}+P^{\prime}\left(\lambda_{n}\right) \psi_{0, n}=0, \\
P\left(\lambda_{n}\right) \psi_{2, n}+P^{\prime}\left(\lambda_{n}\right) \psi_{1, n}+\frac{P^{\prime \prime}\left(\lambda_{n}\right)}{2} \psi_{0, n}=0 \\
P\left(\lambda_{n}\right) \psi_{q, n}+P^{\prime}\left(\lambda_{n}\right) \psi_{q-1, n}+\frac{P^{\prime \prime}\left(\lambda_{n}\right)}{2} \psi_{q-2, n}-\psi_{q-3, n}=0, q=3, \ldots, m
\end{gathered}
$$

Then the vector-functions

$$
u_{h, n}(t)=e^{\lambda_{n} t}\left(\psi_{h, n}+\frac{t}{1!} \psi_{h-1, n}+\ldots+\frac{t^{h}}{h!} \psi_{0, n}\right), \quad h=0,1, \ldots, m,
$$

belong to $W_{2}^{3}\left(R_{+} ; H\right)$ and satisfy the equation $P(d / d t) u(t)=0$. These functions are called elementary solutions of the equation $P(d / d t) u(t)=0$. By means of these solutions we define the vector

$$
\tilde{\psi}_{h, n}=\left\{\psi_{h, n}^{(0)}, \psi_{h, n}^{(1)}\right\} \in \tilde{H} \equiv H_{5 / 2} \oplus H_{3 / 2},
$$

where $\left.\psi_{h, n}^{(s)} \equiv \frac{d^{s}}{d t^{s}} u_{h, n}(t)\right|_{t=0}, s=0,1, h=0,1, \ldots, m$. The system $\left\{\tilde{\psi}_{h, n}\right\}_{n=1}^{\infty}$ will be called the derivative chain of eigen- and adjoined vectors of the pencil $P(\lambda)$ generated by the boundary value problem of the form (2).

In this paper, the completeness of the system $\left\{\tilde{\psi}_{h, n}\right\}_{n=1}^{\infty}$ in the space $\tilde{H}$ is established in terms of operator coefficients of pencil (1).

The first basic results in the spectral theory of abstract nonself-adjoint operators were obtained by M.V. Keldysh in [2] (for more details, see [3]). Those were the results concerning $n$-fold completeness of the eigen- and adjoined vectors. Later they were successfully used by many mathematicians to expand the class of operator coefficients of Keldysh operator pencil and to extend the previous results to the case of Banach space (see [4]). We especially note the results concerning the completeness of a part of the eigen- and adjoined vectors corresponding to boundary value problems on the semiaxis obtained by M.G.Gasymov in [5], [6], [7]. In the above-cited works, M.G.Gasymov proposed a new method that included obtaining different criteria for solvability of boundary value problems which imply the completeness of a part of the eigen- and adjoined vectors. His results were further developed by S.S.Mirzoev in [8], [9]. We also note the work by A.A.Shkalikov [10] with important results on the minimality and basicity for derivative chains corresponding to boundary value problems on the semiaxis. Recently, there appeared a number of works dedicated to the polynomial operator pencils with multiple characteristics which occur when studying specific model problems of mechanics (see, e.g., [11]).

## 2. Main results

Following M.G.Gasymov's method, we begin our study with the solvability of problem (2).

Definition 1. Boundary value problem (2) is said to be regularly solvable if for any $\varphi_{s} \in$ $H_{5 / 2-s}, s=0,1$, there exists a vector-function $u(t) \in W_{2}^{3}\left(R_{+} ; H\right)$ satisfying the equation $P(d / d t) u(t)=0$ almost everywhere in $R_{+}$, the boundary conditions are satisfied in the sense of relations

$$
\lim _{t \rightarrow 0}\left\|u(t)-\varphi_{0}\right\|_{H_{5 / 2}}=0, \lim _{t \rightarrow 0}\left\|\frac{d u(t)}{d t}-\varphi_{1}\right\|_{H_{3 / 2}}=0
$$

and the following inequality holds:

$$
\|u\|_{W_{2}^{3}\left(R_{+} ; H\right)} \leq \operatorname{const}\left(\left\|\varphi_{0}\right\|_{H_{5 / 2}}+\left\|\varphi_{1}\right\|_{H_{3 / 2}}\right) .
$$

Here $u(t)$ will be called a regular solution of boundary-value problem (2).
The following theorem holds.
Theorem 1. Suppose that $A$ is a self-adjoint positive-definite operator, the operators $A_{j} A^{-j}, j=1,2$, are bounded on $H$ and the following inequality holds:

$$
\frac{1}{\sqrt{2}(\sqrt{5}+1)^{1 / 2}}\left\|A_{1} A^{-1}\right\|_{H \rightarrow H}+\frac{2}{3 \sqrt{3}}\left\|A_{2} A^{-2}\right\|_{H \rightarrow H}<1
$$

Then boundary value problem (2) is regularly solvable.
We will outline the Proof of Theorem 1 briefly. In the case of $A_{1}=A_{2}=0$, it is easy to show that the boundary value problem (2), i.e. the problem

$$
\begin{equation*}
\left(-\frac{d}{d t}+A\right)\left(\frac{d}{d t}+A\right)^{2} u(t)=0, u(0)=\varphi_{0}, \frac{d u(0)}{d t}=\varphi_{1}, t \in R_{+}=[0,+\infty) \tag{3}
\end{equation*}
$$

is regularly solvable. If we assume that at least one of $A_{j}, j=1,2$, is nonzero, then the regular solution of (2) must be found in the form $u(t)=u_{0}(t)+v(t)$, where $u_{0}(t)$ is a regular solution of boundary value problem (3) and $v(t) \in W_{2}^{3}\left(R_{+} ; H\right)$. In this case, boundary value problem (2) can be reduced to the following problem with respect to $v(t)$ :

$$
\begin{equation*}
P(d / d t) v(t)=f(t), v(0)=0, \frac{d v(0)}{d t}=0, \tag{4}
\end{equation*}
$$

where $f(t) \in L_{2}\left(R_{+} ; H\right)$. Proof of the theorem is completed as the regular solvability of problem (4) under the conditions of the theorem has been proved in [12].

Now we state some estimates for the resolvent of the pencil $P(\lambda)$ on the imaginary axis and on some adjacent rays which have been established in [13].

Theorem 2. Suppose that $A$ is a self-adjoint positive-definite operator, the operators $A_{j} A^{-j}, j=1,2$, are bounded on $H$ and the following inequality holds:

$$
\frac{2}{3 \sqrt{3}}\left(\left\|A_{1} A^{-1}\right\|_{H \rightarrow H}+\left\|A_{2} A^{-2}\right\|_{H \rightarrow H}\right)<1
$$

Then the resolvent of the pencil $P(\lambda)$ exists on the imaginary axis and the following estimates hold:

$$
\begin{gather*}
\sum_{j=0}^{2}\left\|\lambda^{3-j} A^{j} P^{-1}(\lambda)\right\| \leq \text { const. }  \tag{5}\\
\left\|A^{\alpha} P^{-1}(\lambda)\right\| \leq \text { const }|\lambda|^{\alpha-3}, 0<\alpha<3, \lambda \neq 0 . \tag{6}
\end{gather*}
$$

Theorem 3. Let the conditions of Theorem 2 be fulfilled. Then for sufficiently small $\nu>0$ on the rays:

$$
\Gamma_{\frac{\pi}{2} \pm \nu}=\left\{\lambda: \lambda=r e^{i\left(\frac{\pi}{2} \pm \nu\right)}, r>0\right\}, \Gamma_{-\frac{\pi}{2} \pm \nu}=\left\{\lambda: \lambda=r e^{-i\left(\frac{\pi}{2} \pm \nu\right)}, r>0\right\}
$$

the operator pencil $P(\lambda)$ is invertible and estimates (5), (6) hold.
Remark 1. To obtain the results of Theorems 1, 2 and 3, we don't require the condition that the operator $A^{-1}$ is compact.

By $\sigma_{\infty}(H)$ we denote the set of compact operators acting on $H$.
It is known that, if $C \in \sigma_{\infty}(H)$, then $\left(C^{*} C\right)^{1 / 2}$ is a compact self-adjoint operator on $H$. The eigenvalues of the operator $\left(C^{*} C\right)^{1 / 2}$ will be called s-numbers of the operator $C$. We will arrange the non-zero s-numbers of the operator $C$ in descending order according to their multiplicity. Denote

$$
\sigma_{p}=\left\{C: C \in \sigma_{\infty}(H) ; \sum_{k=1}^{\infty} s_{k}^{p}(C)<\infty\right\}, 0<p<\infty .
$$

Before presenting the main result of this paper, we state the following assertion which is easily proved using Keldysh lemma (see [3]) on the expansion of the resolvent about the eigenvalues.

Lemma 1. In order that the system $\left\{\tilde{\psi}_{h, n}\right\}_{n=1}^{\infty}$ be complete in the space $\tilde{H}$, it is necessary and sufficient that for every vector $\xi_{k} \in H_{5 / 2-k}^{n=1}, k=0,1$, the holomorphy of the vectorfunction

$$
R(\lambda)=\sum_{k=0}^{1}\left(A^{5 / 2-k} P^{-1}(\bar{\lambda})\right)^{*} \lambda^{k} A^{5 / 2-k} \xi_{k}
$$

in the half-plane $\Pi_{-}$imply that $\xi_{k}=0, k=0,1$.
The following main theorem holds.

Theorem 4. Let the conditions of Theorem 1 be satisfied and one of the following conditions hold:

1) $A^{-1} \in \sigma_{p}, 0<p \leq 1$;
2) $A^{-1} \in \sigma_{p}, 0<p<\infty, A_{j} A^{-j} \in \sigma_{\infty}(H), j=1,2$.

Then the system $\left\{\tilde{\psi}_{h, n}\right\}_{n=0}^{\infty}$ is complete in the space $\tilde{H}$.
Proof. We will prove Theorem 4 by contradiction. If the system $\left\{\tilde{\psi}_{h, n}\right\}_{n=1}^{\infty}$ is not complete in the space $\tilde{H}$, then there exists a non-zero vector $\xi=\left\{\xi_{0}, \xi_{1}\right\} \in \tilde{H}$ such that $\left(\xi, \tilde{\psi}_{h, n}\right)_{\tilde{H}}=0, n=1,2, \ldots$. Then it follows from Keldysh lemma [3] that the vectorfunction $R(\lambda)$ is holomorphic in the half-plane $\Pi_{-}$. Under the conditions of the theorem (according to Theorem 1), boundary value problem (2) is regularly solvable. If $u(t)$ is a regular solution of boundary value problem (2), then it can be expressed in the form

$$
\begin{equation*}
u(t)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \hat{u}(\lambda) e^{\lambda t} d \lambda, \tag{7}
\end{equation*}
$$

where

$$
\hat{u}(\lambda)=P^{-1}(\lambda) \sum_{r=0}^{2} B_{r} u^{(2-r)}(0),
$$

with

$$
B_{0}=-E, B_{1}=-\lambda E+Q, B_{2}=-\lambda^{2} E+\lambda Q+A_{2}+A^{2}, Q=-A+A_{1} .
$$

Next, as in [6], for $t>0$ in (7) we can change the contour of integration to

$$
\Gamma_{ \pm \theta}=\left\{\lambda: \lambda=r e^{ \pm i\left(\frac{\pi}{2}+\theta\right)}, r>0\right\} .
$$

As a result, for $t>0$ we obtain:

$$
\begin{gathered}
\sum_{k=0}^{1}\left(\frac{d^{k} u(t)}{d t^{k}}, \xi_{k}\right)_{H_{5 / 2-k}}= \\
\frac{1}{2 \pi i} \int_{\Gamma_{ \pm \theta}} \sum_{k=0}^{1}\left(A^{5 / 2-k} P^{-1}(\lambda) \lambda^{k} \sum_{r=0}^{2} B_{r} u^{(2-r)}(0), A^{5 / 2-k} \xi_{k}\right) e^{\lambda t} d \lambda= \\
\frac{1}{2 \pi i} \int_{\Gamma_{ \pm \theta}} \sum_{r=0}^{2}\left(B_{r} u^{(2-r)}(0), R(\bar{\lambda})\right) e^{\lambda t} d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{ \pm \theta}} g(\lambda) e^{\lambda t} d \lambda,
\end{gathered}
$$

where

$$
g(\lambda)=\sum_{r=0}^{2}\left(B_{r} u^{(2-r)}(0), R(\bar{\lambda})\right)
$$

Now, using the estimates for the resolvent of pencil (1) (Theorems 2 and 3 ) in case 1), and Keldysh theorem [3] with applying the Phragmén-Lindelöf theorem in case 2), we find that $g(\lambda)$ is a polynomial. And since for $t>0$

$$
\frac{1}{2 \pi i} \int_{\Gamma_{ \pm \theta}} g(\lambda) e^{\lambda t} d \lambda=0,
$$

we obtain for $t>0$

$$
\sum_{k=0}^{1}\left(\frac{d^{k} u(t)}{d t^{k}}, \xi_{k}\right)_{H_{5 / 2-k}}=0
$$

Passing here to the limit as $t \rightarrow 0$, we have

$$
\sum_{k=0}^{1}\left(\varphi_{k}, \xi_{k}\right)_{H_{5 / 2-k}}=0 .
$$

Since the choice of the vectors $\varphi_{k}, k=0,1$, is arbitrary, then $\xi_{k}=0, k=0,1$, and therefore $\xi=0$. We obtain a contradiction. The theorem is proved.
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