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#### Abstract

We investigate the two-phase problem for one quasilinear hyperbolic system in one space variable that cannot be reduced to a system in the Riemann invariants. We are looking for a generalized solution of the problem in the class of piecewise Lipschitz continuous functions. This solution admits a jump discontinuity on the line $x=0$. Applying the method of characteristics and the Banach fixed point theorem, we prove a local existence-uniqueness theorem.
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## 1. Introduction

Partial differential equations are one of the basic areas of applied analysis, and it is difficult to imagine any area of applications where their impact is not felt. In recent decades there has been tremendous emphasis on understanding and modeling nonlinear processes; such processes are often governed by nonlinear PDEs, and the subject has become one of the most active areas in applied mathematics and central in modern-day mathematical research. Nonlinear equations have come to the forefront because, basically, the world is nonlinear.

A single first-order PDE is a hyperbolic equation, it is wave-like, that is, associated with the propagation of signals at finite speed. The fundamental idea associated with hyperbolic equations is the notion of a characteristic. There are several ways of considering the concept of a characteristic: one definition is that it is a curve in spacetime (a hypersurface in higher dimensions) along which information is carried or a signal propagates. But ultimately, a characteristic is a curve along which the PDE can be reduced to a simpler form, for example, to an ordinary differential equation.

Besides, most physical models involve several unknown functions. For example, the complete description of a fluid mechanical system might require knowledge of the density,

[^0]pressure, temperature, and the particle velocity. So to describe this model and many others we would need to formulate a system of PDEs
$$
u_{t}+A u_{x}=b
$$
in unknowns $u=\left(u_{1}, \ldots, u_{n}\right)$, where the matrix $A$ and vector $b$ may depend on $x, t, u$. In the case of hyperbolic systems, as well as for a single equation, the oldest, and still useful, approach to this subject is the method of characteristics, or Riemann's method, which originated from the works of G. Monge [12], B. Riemann [13, 14], and H. Lewy [11]. It was used later in numerous publications and books (see e.g. [5, 10, 3, 8, 15]). Until now, a variety of initial and initial-boundary value problems for hyperbolic systems have been solved by this method. It is based on the simple fact that, under certain conditions, we can introduce new dependent variables $r=\left(r_{1}, \ldots, r_{n}\right)$, called the Riemann invariants, so that to reduce a system to the form
$$
r_{t}+\Lambda r_{x}=f
$$
where $\Lambda$ is a diagonal matrix similar to $A$. This system can be regarded as a family of ordinary differential equations along some curves in space, which are called characteristics, precisely:
$$
\frac{d r_{k}}{d t}=f_{k} \quad \text { on } \quad \frac{d x}{d t}=\lambda_{k}, \quad k \in\{1, \ldots, n\}
$$
where $\lambda_{k}$ denote the diagonal entries of $\Lambda$, which are the eigenvalues of $A$ at the same time. Then, in a simple case, the solution can be found explicitly by integrating these equations along appropriate characteristic curves. In more complicated case, we reduce our problem to some operator equation, so functional analysis methods can be used to prove its solvability. Note that the Riemann invariants do not always exist in the nonlinear hyperbolic system having more than two dependent variables. But such a system can always be written in the Schauder canonical form or the characteristic form (see [4, 15, 18, 19])
\[

$$
\begin{equation*}
\sum_{i=1}^{n} l_{i}^{k}\left(\frac{\partial u_{i}}{\partial t}+\lambda_{k} \frac{\partial u_{i}}{\partial x}-f_{i}\right)=0, \quad k \in\{1, \ldots, n\} \tag{1}
\end{equation*}
$$

\]

where $l^{k}=\left(l_{1}^{k}, \ldots, l_{n}^{k}\right)$ denote the left eigenvectors of $A$. Thus, finding approaches to investigate general nonlinear processes is a difficult task in modern mathematics, even if the process is governed by a system of three PDEs.

In many researches, it is useful to consider, in addition to (1), the system obtained by differentiating (1), where the derivatives of the solution $u$ are also unknowns. Putting system (1) and differentiated one together gives the so called augmented system, which was introduced by Courant and Lax [5]. Note that the augmented system of any quasilinear hyperbolic system is already reducible to invariants. This approach was applied e.g. in $[16,17]$ to study the problem that is close to ours. Of course, it is not possible to speak of the equivalence of (1) and the augmented system because a classical solution of the augmented system requires that $u$ be twice continuously differentiable, but, on the other
hand, the definition of a classical solution $u$ of (1) requires only continuous differentiability of it .

Since there are many areas where wave propagation is of fundamental importance, the study of hyperbolic PDEs and systems of PDEs is of great interest in mathematics. They have a broad range of applications, such as for fluid mechanics (water waves, aerodynamics, meteorology, traffic flow), acoustics (sound waves in air and liquids), elasticity (stress waves, earthquakes), physics (optics, electromagnetic waves, quantum mechanics), biology (spread of diseases, population dispersal, nerve signal transmission), chemistry (combustion and detonation waves), and other topics of interest in applied mathematics.

Moreover, many industrial processes involve two or more separate phases. Considering phase changing processes governed by PDEs, we obtain a multiphase (e.g. two-phase) problem whose solution may suffer a jump discontinuity on the common boundary according to given conjugation conditions.

This paper is dedicated to the study of two-phase problem for one quasilinear hyperbolic system of first order PDEs in one space variable that cannot be reduced to a system in the Riemann invariants. We study solutions on the triangular region bounded above by the line $t=T$, laterally by the curves $x=s_{1}(t)$ and $x=s_{2}(t)$, whereas $x=0$ is the interface between two phases. We prove a local existence theorem for a generalized solution, which is meant to be a piecewise Lipschitz continuous function admitting a jump discontinuity on the line $x=0$ such that the corresponding integro-differential system is satisfied. Note that, generalized solutions of quasilinear equations were first investigated by Hopf [7]. Generalized solutions of nonlinear partial differential equations of first order in the class of Lipschitz continuous functions were considered by Kruzhkov [9]. In this paper we use the method of characteristics and the Banach fixed point theorem. This technique is close to that used in $[1,2,6]$. Note that, when studying solvability, we do not use the augmented system. Therefore our result was obtained without smoothness assumptions on given data.

## 2. Problem formulation

Put

$$
\begin{aligned}
& \Omega_{T}^{-}=\left\{(x, t) \in \mathbb{R}^{2}: 0<t<T, s_{1}(t)<x<0\right\}, \\
& \Omega_{T}^{+}=\left\{(x, t) \in \mathbb{R}^{2}: 0<t<T, 0<x<s_{2}(t)\right\},
\end{aligned}
$$

where $s_{1}, s_{2}$ are given smooth functions such that $s_{1}(0)=s_{2}(0)=0, s_{1}(t)<0<s_{2}(t), 0<$ $t \leq T, s_{1}^{\prime}(0)<0<s_{2}^{\prime}(0)$.

On each of the domains $\Omega_{T}^{-}, \Omega_{T}^{+}$we consider a hyperbolic system of quasilinear equa-
tions in unknowns $u=\left(u_{1}, u_{2}, u_{3}\right)$

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+a_{11}(x, t, u) \frac{\partial u_{1}}{\partial x}+a_{13}(x, t, u) \frac{\partial u_{3}}{\partial x}=b_{1}(x, t, u)  \tag{2}\\
\frac{\partial u_{2}}{\partial t}+a_{22}(x, t, u) \frac{\partial u_{2}}{\partial x}+a_{23}(x, t, u) \frac{\partial u_{3}}{\partial x}=b_{2}(x, t, u) \\
\frac{\partial u_{3}}{\partial t}=b_{3}(x, t, u)
\end{array}\right.
$$

where given functions $a_{i j}, b_{j}$ are required to be continuous on each domain, and they can be continuously extended to the closures of these domains. Note that the system (2) cannot be reduced to the Riemann invariants.

We introduce notation

$$
u\left(-0, t_{0}\right) \stackrel{\text { def }}{=} \lim _{\substack{(x, t) \rightarrow\left(0, t_{0}\right) \\(x, t) \in \Omega_{T}^{-}}} u(x, t), \quad u\left(+0, t_{0}\right) \stackrel{\text { def }}{=} \lim _{\substack{(x, t) \rightarrow\left(0, t_{0}\right) \\(x, t) \in \Omega_{T}^{+}}} u(x, t),
$$

and append to system (2) the initial conditions

$$
\begin{equation*}
u(-0,0)=v^{-}, \quad u(+0,0)=v^{+} \tag{3}
\end{equation*}
$$

Assuming that the inequalities

$$
\begin{gather*}
\max \left\{a_{11}\left(-0,0, v^{-}\right), a_{11}\left(+0,0, v^{+}\right)\right\}<s_{1}^{\prime}(0), \\
\min \left\{a_{22}\left(-0,0, v^{-}\right), a_{22}\left(+0,0, v^{+}\right)\right\}>s_{2}^{\prime}(0) \tag{4}
\end{gather*}
$$

hold, we impose the boundary conditions

$$
\begin{align*}
& u_{1}\left(s_{2}(t), t\right)=K_{1}^{+}\left(t, u_{1}\left(s_{1}(t), t\right), u_{2}\left(s_{2}(t), t\right)\right), \\
& u_{2}\left(s_{1}(t), t\right)=K_{2}^{-}\left(t, u_{1}\left(s_{1}(t), t\right), u_{2}\left(s_{2}(t), t\right)\right), \\
& u_{3}\left(s_{1}(t), t\right)=K_{3}^{-}\left(t, u_{1}\left(s_{1}(t), t\right), u_{2}\left(s_{2}(t), t\right)\right),  \tag{5}\\
& u_{3}\left(s_{2}(t), t\right)=K_{3}^{+}\left(t, u_{1}\left(s_{1}(t), t\right), u_{2}\left(s_{2}(t), t\right)\right),
\end{align*}
$$

along with the conjugation conditions

$$
\begin{align*}
& u_{1}(-0, t)=K_{1}^{-}\left(t, u_{1}(+0, t), u_{2}(-0, t), u_{3}(-0, t), u_{3}(+0, t)\right), \\
& u_{2}(+0, t)=K_{2}^{+}\left(t, u_{1}(+0, t), u_{2}(-0, t), u_{3}(-0, t), u_{3}(+0, t)\right) . \tag{6}
\end{align*}
$$

## 3. Equivalent integro-differential system

Now we reduce the problem (2), (3), (5), (6) to an integro-differential system. In (2), we add the third equation multiplied by $\frac{a_{13}}{a_{11}}$ to the first one. Similarly, we add the third
equation multiplied by $\frac{a_{23}}{a_{22}}$ to the second. Then we obtain

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+a_{11}(x, t, u) \frac{\partial u_{1}}{\partial x}+\frac{a_{13}}{a_{11}}(x, t, u)\left(\frac{\partial u_{3}}{\partial t}+a_{11}(x, t, u) \frac{\partial u_{3}}{\partial x}\right)=f_{1}(x, t, u)  \tag{7}\\
\frac{\partial u_{2}}{\partial t}+a_{22}(x, t, u) \frac{\partial u_{2}}{\partial x}+\frac{a_{23}}{a_{22}}(x, t, u)\left(\frac{\partial u_{3}}{\partial t}+a_{22}(x, t, u) \frac{\partial u_{3}}{\partial x}\right)=f_{2}(x, t, u) \\
\frac{\partial u_{3}}{\partial t}=f_{3}(x, t, u)
\end{array}\right.
$$

where $\frac{a_{i 3}}{a_{i i}}(x, t, u) \stackrel{\text { def }}{=} \frac{a_{i 3}(x, t, u)}{a_{i i}(x, t, u)}, f_{i} \stackrel{\text { def }}{=} b_{i}+\frac{a_{i 3}}{a_{i i}} b_{3}, i \in\{1,2\}, f_{3} \stackrel{\text { def }}{=} b_{3}$.
In the domain $\Omega_{T}^{-}$(in $\Omega_{T}^{+}$in the second case), fixing $i \in\{1,2\}$, we consider the Cauchy problem

$$
\begin{equation*}
\frac{d \xi}{d \tau}=a_{i i}(\xi, \tau, u(\xi, \tau)), \quad \xi(t)=x \tag{8}
\end{equation*}
$$

where $a_{i i}$ is assumed to be locally Lipschitz continuous on the domain $\Omega_{T}^{-} \times R^{3}$ (or alternatively,on $\Omega_{T}^{+} \times R^{3}$ ), $u$ is a Lipschitz continuous map of $\Omega_{T}^{-}$to $R^{3}$ (or a map of $\Omega_{T}^{+}$to $\left.R^{3}\right)$, and $(x, t)$ is a point in the corresponding domain. In this domain, the problem (8) has a unique solution, which we denote by $\xi=\varphi_{i}[u](\tau ; x, t)$, where $\tau$ is an argument and $x, t$ are parameters. This solution can be extended in the direction of decrease of $\tau$ to the boundary of the domain. By $\chi_{i}[u](x, t)$ we denote the infimum value of $\tau$ such that the point ( $\left.\varphi_{i}[u](\tau ; x, t), \tau\right)$ belongs to $\Omega_{T}^{-}$(or to $\Omega_{T}^{+}$,respectively).

Using the introduced notation, we rewrite (7) in the characteristic form:

$$
\begin{align*}
& \left(\frac{d u_{1}\left(\varphi_{1}[u](\tau ; x, t), \tau\right)}{d \tau}+\frac{a_{13}}{a_{11}}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u](\tau ; x, t), \tau\right)}{d \tau}=\right. \\
& =f_{1}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right), \\
& \left\{\frac{d u_{2}\left(\varphi_{2}[u](\tau ; x, t), \tau\right)}{d \tau}+\frac{a_{23}}{a_{22}}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{2}[u](\tau ; x, t), \tau\right)}{d \tau}=\right. \\
& =f_{2}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right), \\
& \left(\frac{d u_{3}(x, \tau)}{d \tau}=f_{3}(x, \tau, u(x, \tau)) .\right. \tag{9}
\end{align*}
$$

Let us integrate each equation in (9) with respect to $\tau$ from $\chi_{i}[u](x, t)$ to $t$, where the index $i$ corresponds to equation number. By definition, put

$$
\chi_{3}[u](x, t)= \begin{cases}s_{1}^{-1}(x), & \text { if }(x, t) \in \Omega_{T}^{-}, \\ s_{2}^{-1}(x), & \text { if }(x, t) \in \Omega_{T}^{+} .\end{cases}
$$

Then we obtain

$$
\begin{aligned}
& u_{1}(x, t)=u_{1}\left(\varphi_{1}[u]\left(\chi_{1}[u](x, t) ; x, t\right), \chi_{1}[u](x, t)\right)- \\
&- \int_{\chi_{1}[u](x, t)}^{t} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u](\tau ; x, t), \tau\right)}{d \tau} d \tau+ \\
&+\int_{\chi_{1}[u](x, t)}^{t} f_{1}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) d \tau \\
& u_{2}(x, t)=u_{2}\left(\varphi_{2}[u]\left(\chi_{2}[u](x, t)\right), \chi_{2}[u](x, t)\right)- \\
& \int_{\chi_{2}[u](x, t)}^{t} \frac{a_{23}}{a_{22}}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{2}[u](\tau ; x, t), \tau\right)}{d \tau} d \tau+ \\
&+\int_{\chi_{2}[u](x, t)}^{t} f_{2}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right) d \tau, \\
& u_{3}(x, t)=u_{3}\left(x, \chi_{3}[u](x, t)\right)+\int_{\chi_{3}[u](x, t)}^{t}
\end{aligned}
$$

Taking into account the boundary conditions (5) and conjugated conditions (6), we have

$$
\begin{align*}
u_{1}(x, t)=J_{1}[u](x, t)- & \int_{\chi_{1}[u](x, t)}^{t} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u](\tau ; x, t), \tau\right)}{d \tau} d \tau+ \\
& +\int_{\chi_{1}[u](x, t)}^{t} f_{1}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) d \tau \tag{10}
\end{align*}
$$

where

$$
J_{1}[u](x, t)=\left\{\begin{array}{l}
K_{1}^{-}\left(\chi_{1}[u](x, t), u_{1}\left(+0, \chi_{1}[u](x, t)\right), u_{2}\left(-0, \chi_{1}[u](x, t)\right)\right. \\
\left.u_{3}\left(-0, \chi_{1}[u](x, t)\right), u_{3}\left(+0, \chi_{1}[u](x, t)\right)\right), \text { if }(x, t) \in \Omega_{T}^{-} \\
K_{1}^{+}\left(\chi_{1}[u](x, t), u_{1}\left(s_{1}\left(\chi_{1}[u](x, t)\right), \chi_{1}[u]\right), u_{2}\left(s_{2}\left(\chi_{1}[u](x, t)\right), \chi_{1}[u](x, t)\right)\right) \\
\text { if }(x, t) \in \Omega_{T}^{+}
\end{array}\right.
$$

$$
\begin{align*}
u_{2}(x, t)=J_{2}[u](x, t)-\int_{\chi_{2}[u](x, t)}^{t} & \frac{a_{23}}{a_{22}}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{2}[u](\tau ; x, t), \tau\right)}{d \tau} d \tau+ \\
& +\int_{\chi_{2}[u](x, t)}^{t} f_{2}\left(\varphi_{2}[u](\tau ; x, t), \tau, u\left(\varphi_{2}[u](\tau ; x, t), \tau\right)\right) d \tau, \quad \text { (11) } \tag{11}
\end{align*}
$$

where

$$
\begin{gather*}
J_{2}[u](x, t)=\left\{\begin{array}{l}
K_{2}^{-}\left(\chi_{2}[u](x, t), u_{1}\left(s_{1}\left(\chi_{2}[u](x, t)\right), \chi_{2}[u]\right), u_{2}\left(s_{2}\left(\chi_{2}[u](x, t)\right), \chi_{2}[u](x, t)\right)\right), \\
\text { if }(x, t) \in \Omega_{T}^{-}, \\
K_{2}^{+}\left(\chi_{2}[u](x, t), u_{1}\left(+0, \chi_{2}[u](x, t)\right), u_{2}\left(-0, \chi_{2}[u](x, t)\right),\right. \\
\left.u_{3}\left(-0, \chi_{2}[u](x, t)\right), u_{3}\left(+0, \chi_{2}[u](x, t)\right)\right), \text { if }(x, t) \in \Omega_{T}^{+} ;
\end{array}\right. \\
\quad u_{3}(x, t)=J_{3}[u](x, t)+\int_{\chi_{3}[u](x, t)}^{t} f_{3}(x, \tau, u(x, \tau)) d \tau \tag{12}
\end{gather*}
$$

where
$J_{3}[u](x, t)=\left\{\begin{array}{l}K_{3}^{-}\left(\chi_{3}[u](x, t), u_{1}\left(s_{1}\left(\chi_{3}[u]\right)(x, t), \chi_{3}[u]\right), u_{2}\left(s_{2}\left(\chi_{3}[u](x, t)\right), \chi_{3}[u](x, t)\right)\right), \\ \text { if }(x, t) \in \Omega_{T}^{-}, \\ K_{3}^{+}\left(\chi_{3}[u](x, t), u_{1}\left(s_{1}\left(\chi_{3}[u](x, t)\right), \chi_{3}[u]\right), u_{2}\left(s_{2}\left(\chi_{3}[u](x, t)\right), \chi_{3}[u](x, t)\right)\right), \\ \text { if }(x, t) \in \Omega_{T}^{+} .\end{array}\right.$
Definition 1. A set of functions $u=\left(u_{1}, u_{2}, u_{3}\right)$ is called a generalized solution to the problem (2), (3), (5), (6), if these functions are Lipschitz continuous on each of the domains $\Omega_{T}^{-}, \Omega_{T}^{+}$, they can be continuously extended to the closures of these domains, and satisfy integro-differential system (10)-(12).

### 3.1. Local solvability of the problem

We state our main result as a theorem.
Theorem 1. Suppose the following conditions hold:

1) $a_{11}, a_{13}, a_{22}, a_{23}, b_{1}, b_{2}, b_{3}$ are locally Lipschitz continuous on each of the domains $\Omega_{T}^{-} \times \mathbb{R}^{3}, \Omega_{T}^{+} \times \mathbb{R}^{3}$, and can be extended by continuity to the closures of these domains;
2) $K_{1}^{+}, K_{2}^{-}, K_{3}^{+}, K_{3}^{-}$are Lipschitz continuous in a neighborhood of the point ( $0, v_{1}^{-}, v_{2}^{+}$); $K_{1}^{-}, K_{2}^{+}$are Lipschitz continuous in a neighborhood of $\left(0, v_{1}^{+}, v_{2}^{-}, v_{3}^{-}, v_{3}^{+}\right)$; the Lipschitz constants of these functions are assumed to be sufficiently small;
3) inequalities (4) are satisfied;
4) the following compatibility conditions are satisfied:

$$
\begin{aligned}
& v_{1}^{+}=K_{1}^{+}\left(0, v_{1}^{-}, v_{2}^{+}\right), \quad v_{2}^{-}=K_{2}^{-}\left(0, v_{1}^{-}, v_{2}^{+}\right) \\
& v_{3}^{-}=K_{3}^{-}\left(0, v_{1}^{-}, v_{2}^{+}\right), v_{3}^{+}=K_{3}^{+}\left(0, v_{1}^{-}, v_{2}^{+}\right) \\
& v_{1}^{-}=K_{1}^{-}\left(0, v_{1}^{+}, v_{2}^{-}, v_{3}^{-}, v_{3}^{+}\right), \quad v_{2}^{+}=K_{2}^{+}\left(0, v_{1}^{+}, v_{2}^{-}, v_{3}^{-}, v_{3}^{+}\right)
\end{aligned}
$$

5) the following constants are sufficiently small:

$$
\left|\frac{a_{13}\left(-0,0, v^{-}\right)}{a_{11}\left(-0,0, v^{-}\right)}\right|, \quad\left|\frac{a_{13}\left(+0,0, v^{+}\right)}{a_{11}\left(+0,0, v^{+}\right)}\right|, \quad\left|\frac{a_{23}\left(-0,0, v^{-}\right)}{a_{22}\left(-0,0, v^{-}\right)}\right|, \quad\left|\frac{a_{23}\left(+0,0, v^{+}\right)}{a_{22}\left(+0,0, v^{+}\right)}\right| .
$$

Then there exists a unique generalized solution to the problem (2), (3), (5), (6) on $\Omega_{T_{0}}^{-} \cup \Omega_{T_{0}}^{+}$ with a small enough value of $T_{0}$.

Proof. We introduce a metric space $Q=Q\left(T_{0}, U, L\right)$, where parameters $T_{0} \in(0, T], U \in$ $(0,1], L>0$ are to be determined, as a set of vector functions $u=\left(u_{1}, u_{2}, u_{3}\right)$ such that $u_{1}, u_{2}, u_{3}$ are Lipschitz continuous on each of the domains $\Omega_{T_{0}}^{-}, \Omega_{T_{0}}^{+}$, can be continuously extended to the closures of these domains, and there hold the initial condition (3) along with the following conditions:

1) for every point $(x, t) \in \Omega_{T_{0}}^{-}$we have $\left|u_{i}(x, t)-v_{i}^{-}\right| \leq U, i \in\{1,2,3\}$ and, similarly, for every $(x, t) \in \Omega_{T_{0}}^{+}$we have $\left|u_{i}(x, t)-v_{i}^{+}\right| \leq U, i \in\{1,2,3\}$;
2) for every pair of points $\left(x^{1}, t^{1}\right),\left(x^{2}, t^{2}\right) \in \Omega_{T_{0}}^{-}$(or pair of points $\left.\left(x^{1}, t^{1}\right),\left(x^{2}, t^{2}\right) \in \Omega_{T_{0}}^{+}\right)$ we have $\left|u_{i}\left(x^{1}, t^{1}\right)-u_{i}\left(x^{2}, t^{2}\right)\right| \leq L\left(\left|x^{1}-x^{2}\right|+\left|t^{1}-t^{2}\right|\right), i \in\{1,2,3\}$.

For any $u^{1}, u^{2} \in Q$, we define the distance between these elements as

$$
\rho\left(u^{1}, u^{2}\right)=\max \left\{\sup _{\substack{i \in\{1,2,3\},(x, t) \in \Omega_{T_{0}}}}\left|u_{i}^{1}(x, t)-u_{i}^{2}(x, t)\right|, \sup _{\substack{i \in\{1,2,3\},(x, t) \in \Omega_{T_{0}}}}\left|u_{i}^{1}(x, t)-u_{i}^{2}(x, t)\right|\right\} .
$$

Note that $(Q, \rho)$ is a complete metric space. Further, we introduce an operator $\mathcal{A}$ on $Q$ as follows. For any $u \in Q$ write $\mathcal{A}[u]=\left(\mathcal{A}_{1}[u], \mathcal{A}_{2}[u], \mathcal{A}_{3}[u]\right)$, where the elements $\mathcal{A}_{1}[u], \mathcal{A}_{2}[u], \mathcal{A}_{3}[u]$ are defined as the right-hand sides of the equalities (10)-(12).

Thus, finding a generalized solution of the problem (2), (3), (5), (6) is reduced to finding a fixed point of the operator $\mathcal{A}$ on $Q$. Applying the Banach fixed point theorem, we will establish the existence and uniqueness of solution. So our aim is to find a set of parameters $T_{0}, U, L$ such that the operator $\mathcal{A}$ maps the space $Q$ into itself and this operator is a contraction mapping.

Introduce notation. Choose constants $A, F$ such that

$$
\left|a_{i i}(x, t, u)\right| \leq A, i \in\{1,2\}, \quad\left|f_{i}(x, t, u)\right| \leq F, i \in\{1,2,3\}
$$

on $D \stackrel{\text { def }}{=} \Omega_{T}^{-} \times\left\{u \in \mathbb{R}^{3}:\left|u_{i}-v_{i}^{-}\right| \leq 1\right\} \cup \Omega_{T}^{+} \times\left\{u \in \mathbb{R}^{3}:\left|u_{i}-v_{i}^{+}\right| \leq 1\right\}$. Let $a_{0}$ be the Lipschitz constant of the functions $(x, t, u) \mapsto a_{i i}(x, t, u), i \in\{1,2\}, \tilde{a}_{0}$ be the Lipschitz constant of $(x, t, u) \mapsto \frac{a_{i 3}}{a_{i i}}(x, t, u), i \in\{1,2\}, f_{0}$ be the Lipschitz constant of $(x, t, u) \mapsto$ $f_{i}(x, t, u), i \in\{1,2,3\}$ on $D$, and $s_{0}$ be the Lipschitz constant of $t \mapsto s_{i}(t), i \in\{1,2\}$ on $[0, T]$.

Choose constants $\tilde{A}, B$ such that

$$
\left|\frac{a_{i 3}}{a_{i i}}(x, t, u)\right| \leq \tilde{A}, \quad\left|\frac{1}{a_{i i}(x, t, u)}\right| \leq B, i \in\{1,2\}
$$

on $\Omega_{T_{0}}^{-} \times\left\{u \in \mathbb{R}^{3}:\left|u_{i}-v_{i}^{-}\right| \leq U\right\} \cup \Omega_{T_{0}}^{+} \times\left\{u \in \mathbb{R}^{3}:\left|u_{i}-v_{i}^{+}\right| \leq U\right\}$. Suppose $k_{0}$ is the Lipschitz constant of the functions $\left(t, u_{1}, u_{2}\right) \mapsto K_{1}^{+}\left(t, u_{1}, u_{2}\right),\left(t, u_{1}, u_{2}\right) \mapsto$ $K_{2}^{-}\left(t, u_{1}, u_{2}\right),\left(t, u_{1}, u_{2}\right) \mapsto K_{3}^{+}\left(t, u_{1}, u_{2}\right),\left(t, u_{1}, u_{2}\right) \mapsto K_{3}^{-}\left(t, u_{1}, u_{2}\right)$ on $\left[0, T_{0}\right] \times\left\{\left(u_{1}, u_{2}\right) \in\right.$ $\left.\mathbb{R}^{2}:\left|u_{1}-v_{1}^{-}\right| \leq U,\left|u_{2}-v_{2}^{+}\right| \leq U\right\}$, and also the Lipschitz constant of the functions $\left(t, u_{1}, u_{2}, u_{3}, \hat{u}_{3}\right) \mapsto K_{1}^{-}\left(t, u_{1}, u_{2}, u_{3}, \hat{u}_{3}\right),\left(t, u_{1}, u_{2}, u_{3}, \hat{u}_{3}\right) \mapsto K_{2}^{+}\left(t, u_{1}, u_{2}, u_{3}, \hat{u}_{3}\right)$ on $\left[0, T_{0}\right] \times\left\{\left(u_{1}, u_{2}, u_{3}, \hat{u}_{3}\right) \in \mathbb{R}^{4}:\left|u_{1}-v_{1}^{+}\right| \leq U,\left|u_{2}-v_{2}^{-}\right| \leq U,\left|u_{3}-v_{3}^{-}\right| \leq U,\left|\hat{u}_{3}-v_{3}^{+}\right| \leq U\right\}$.

By decreasing $T_{0}, U$ if necessary, taking into account the conditions of Theorem 1 , we may assume that $a_{i i}(x, t, u) \neq 0, i \in\{1,2\}$, and $\tilde{A}, k_{0}$ are sufficiently small (their smallness will be specified in the sequel).

Let us formulate a few auxiliary estimates as lemmas, which are similar to thus used in $[1,2,6]$.

Lemma 1. Let $u, u^{1}, u^{2} \in Q, i \in\{1,2\}$. Then the following inequalities hold:

1) $\left|\varphi_{i}[u]\left(\tau ; x_{1}, t\right)-\varphi_{i}[u]\left(\tau ; x_{2}, t\right)\right| \leq e^{a_{0}(1+L) T_{0}}\left|x_{1}-x_{2}\right|$ for all $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{-}$;
2) $\left.\mid \varphi_{i}[u]\left(\tau ; x, t_{1}\right)-\varphi_{i}[u]\left(\tau ; x, t_{2}\right)\right)\left|\leq e^{a_{0}(1+L) T_{0}} A\right| t_{1}-t_{2} \mid$ for all $\left(x, t_{1}\right),\left(x, t_{2}\right) \in \Omega_{T_{0}}^{-}$;
3) $\left|\varphi_{i}\left[u^{1}\right](\tau ; x, t)-\varphi_{i}\left[u^{2}\right](\tau ; x, t)\right| \leq e^{a_{0}(1+L) T_{0}} a_{0} T_{0} \rho\left(u^{1}, u^{2}\right)$ for all $(x, t) \in \Omega_{T_{0}}^{-}$.

The same estimates are true in the domain $\Omega_{T_{0}}^{+}$.
Lemma 2. Let $u, u^{1}, u^{2} \in Q, i \in\{1,2\}$. Then the following inequalities hold:

1) $\left|\chi_{i}[u]\left(x_{1}, t\right)-\chi_{i}[u]\left(x_{2}, t\right)\right| \leq e^{a_{0}(1+L) T_{0}} B\left|x_{1}-x_{2}\right|$ for all $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{-}$;
2) $\left|\chi_{i}[u]\left(x, t_{1}\right)-\chi_{i}[u]\left(x, t_{2}\right)\right| \leq e^{a_{0}(1+L) T_{0}} A B\left|t_{1}-t_{2}\right|$ for all $\left(x, t_{1}\right),\left(x, t_{2}\right) \in \Omega_{T_{0}}^{-}$;
3) $\left|\chi_{i}\left[u^{1}\right](x, t)-\chi_{i}\left[u^{2}\right](x, t)\right| \leq e^{a_{0}(1+L) T_{0}} a_{0} B T_{0} \rho\left(u^{1}, u^{2}\right)$ for all $(x, t) \in \Omega_{T_{0}}^{-}$.

The same estimates are true in the domain $\Omega_{T_{0}}^{+}$.

Lemma 3. Suppose that $\tau \mapsto \varphi(\tau), \tau \in[a, b]$ is a smooth function and $\left|\varphi^{\prime}(\tau)\right| \leq A$. Moreover, assume that the function $(x, t) \mapsto u(x, t)$ is Lipschitz in both arguments with a constant $L$ and also the function $(x, t, u) \mapsto g(x, t, u)$ is Lipschitz in all arguments with a constant $g_{0}$. Then, on $[a, b]$, the functions $\tau \mapsto u(\varphi(\tau), \tau), \tau \mapsto g(\varphi(\tau), \tau, u(\varphi(\tau), \tau))$ are almost everywhere differentiable, their derivatives are integrable, and the following inequalities hold almost everywhere:

$$
\begin{aligned}
& \text { 1) }\left|\frac{d u(\varphi(\tau), \tau)}{d \tau}\right| \leq L(A+1) \\
& \text { 2) }\left|\frac{d g(\varphi(\tau), \tau, u(\varphi(\tau), \tau))}{d \tau}\right| \leq g_{0}(L+1)(A+1) .
\end{aligned}
$$

First let us prove that there exists a set of parameters such that the operator $\mathcal{A}$ maps the space $Q$ into itself. For any $u \in Q$, using an estimate

$$
\left|J_{1}[u](x, t)-J_{1}[u](-0,0)\right| \leq k_{0}(1+4 L) T_{0}, \quad(x, t) \in \Omega_{T_{0}}^{-},
$$

along with an estimate

$$
\left|J_{1}[u](x, t)-J_{1}[u](+0,0)\right| \leq k_{0}\left(1+2 L\left(s_{0}+1\right)\right) T_{0}, \quad(x, t) \in \Omega_{T_{0}}^{+},
$$

we obtain

$$
\begin{aligned}
& \left|\mathcal{A}_{1}[u](x, t)-v_{1}^{-}\right|=\left|J_{1}[u](x, t)-J_{1}[u](-0,0)\right|+ \\
& +\left|\int_{\chi_{1}[u](x, t)}^{t} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u](\tau ; x, t), \tau\right)}{d \tau} d \tau\right|+ \\
& \quad+\left|\int_{\chi_{1}[u](x, t)}^{t} f_{1}\left(\varphi_{1}[u](\tau ; x, t), \tau, u\left(\varphi_{1}[u](\tau ; x, t), \tau\right)\right) d \tau\right| \leq \\
& \\
& \quad \leq\left(k_{0}\left(1+2 L s_{0}+4 L\right)+\tilde{A} L(A+1)+F\right) T_{0}, \quad(x, t) \in \Omega_{T_{0}}^{-} .
\end{aligned}
$$

Similarly, we have

$$
\left|\mathcal{A}_{1}[u](x, t)-v_{1}^{+}\right| \leq\left(k_{0}\left(1+2 L s_{0}+4 L\right)+\tilde{A} L(A+1)+F\right) T_{0}, \quad(x, t) \in \Omega_{T_{0}}^{+}
$$

Thus, whenever the inequality

$$
\begin{equation*}
\left(k_{0}\left(1+2 L s_{0}+4 L\right)+\tilde{A} L(A+1)+F\right) T_{0} \leq U \tag{13}
\end{equation*}
$$

holds, we derive that $\left|\mathcal{A}_{1}[u](x, t)-v_{1}^{-}\right| \leq U$ for every point $(x, t) \in \Omega_{T_{0}}^{-}$and also $\mid \mathcal{A}_{1}[u](x, t)-$ $v_{1}^{+} \mid \leq U$ for $(x, t) \in \Omega_{T_{0}}^{+}$. Reasoning as above, we obtain similar estimates for $\mathcal{A}_{2}[u], \mathcal{A}_{3}[u]$.

Further, let us show that $\mathcal{A}_{1}[u]$ is Lipschitz in $x$ on each of the domains $\Omega_{T}^{-}, \Omega_{T}^{+}$ whenever $u \in Q$. For every pair of points $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{-}$, using Lemma 2 , we obtain (here for brevity we write $\tau_{j}$ instead of $\chi_{1}[u]\left(x_{j}, t\right)$ and, for any function $f$, we write $\Delta_{j} f\left(x_{j}\right)$ instead of $\left.f\left(x_{1}\right)-f\left(x_{2}\right)\right)$

$$
\begin{aligned}
\left|\Delta_{j} J_{1}[u]\left(x_{j}, t\right)\right|=\mid \Delta_{j} K_{1}^{-}\left(\tau_{j},\right. & \left.u_{1}\left(+0, \tau_{j}\right), u_{2}\left(-0, \tau_{j}\right), u_{3}\left(-0, \tau_{j}\right), u_{3}\left(+0, \tau_{j}\right)\right) \mid \leq \\
& \leq k_{0}(1+4 L)\left|\tau_{1}-\tau_{2}\right| \leq k_{0}(1+4 L) e^{a_{0}(1+L) T_{0}} B\left|x_{1}-x_{2}\right| .
\end{aligned}
$$

Similarly, for every pair of points $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{+}$, we have an estimate

$$
\begin{aligned}
\left|\Delta_{j} J_{1}[u]\left(x_{j}, t\right)\right|=\mid \Delta_{j} K_{1}^{+}\left(\tau_{j}, u_{1}\left(s_{1}\left(\tau_{j}\right), \tau_{j}\right),\right. & \left.u_{2}\left(s_{2}\left(\tau_{j}\right), \tau_{j}\right)\right) \mid \leq \\
& \leq k_{0}\left(1+2 L\left(s_{0}+1\right)\right) e^{a_{0}(1+L) T_{0}} B\left|x_{1}-x_{2}\right| .
\end{aligned}
$$

For clarity, assume that $\chi_{1}[u]\left(x_{1}, t\right)>\chi_{1}[u]\left(x_{2}, t\right)$. Using Lemmas $1,2,3$, and integration by parts, for every pair of points $\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{-}$(or $\left.\left(x_{1}, t\right),\left(x_{2}, t\right) \in \Omega_{T_{0}}^{+}\right)$, we obtain

$$
\begin{aligned}
& \left.\Delta_{j} \int_{\chi_{1}[u]\left(x_{j}, t\right)}^{t} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right)}{d \tau} d \tau \right\rvert\, \leq \\
& \leq\left|\int_{\chi_{1}[u]\left(x_{1}, t\right)}^{t} \Delta_{j} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u]\left(\tau ; x_{1}, t\right), \tau\right)}{d \tau} d \tau\right|+ \\
& \\
& \left.+\left|\frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau\right)\right) \Delta_{j} u_{3}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right)\right|_{\chi_{1}[u]\left(x_{1}, t\right)}^{t} \right\rvert\,+ \\
& +\left|\int_{\chi_{1}[u]\left(x_{1}, t\right)}^{t} \frac{d \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau\right)\right)}{d \tau} \Delta_{j} u_{3}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right) d \tau\right|+ \\
& +\left|\int_{\chi_{1}[u]\left(x_{2}, t\right)}^{\left.\chi_{1}[u]\right]\left(x_{1}, t\right)} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u]\left(\tau ; x_{2}, t\right), \tau\right)}{d \tau} d \tau\right| \leq \\
& \leq\left(\tilde{a}_{0}(L+1) e^{a_{0}(1+L) T_{0}} L(A+1) T_{0}+\tilde{A} L+\tilde{A} L e^{a_{0}(1+L) T_{0}}+\right. \\
& \\
& \left.+\tilde{a}_{0}(L+1)(A+1) L e^{a_{0}(1+L) T_{0}} T_{0}+\tilde{A} L(A+1) e^{a_{0}(1+L) T_{0}} B\right)\left|x_{1}-x_{2}\right| .
\end{aligned}
$$

Similarly, we have

$$
\left|\Delta_{j} \int_{\chi_{1}[u]\left(x_{j}, t\right)}^{t} f_{1}\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x_{j}, t\right), \tau\right)\right) d \tau\right| \leq
$$

$$
\leq\left(f_{0}(L+1) e^{a_{0}(1+L) T_{0}} T_{0}+F e^{a_{0}(1+L) T_{0}} B\right)\left|x_{1}-x_{2}\right|
$$

Finally, using the inequalities above, we obtain an estimate

$$
\begin{aligned}
& \left|\Delta_{j} \mathcal{A}_{1}[u]\left(x_{j}, t\right)\right| \leq\left(k_{0}\left(1+4 L+2 L s_{0}\right) e^{a_{0}(1+L) T_{0}} B+\right. \\
& \quad+\tilde{a}_{0}(L+1) e^{a_{0}(1+L) T_{0}} L(A+1) T_{0}+\tilde{A} L+\tilde{A} L e^{a_{0}(1+L) T_{0}}+ \\
& +\tilde{a}_{0}(L+1)(A+1) L e^{a_{0}(1+L) T_{0}} T_{0}+\tilde{A} L(A+1) e^{a_{0}(1+L) T_{0}} B+ \\
& \left.\quad+f_{0}(L+1) e^{a_{0}(1+L) T_{0}} T_{0}+F e^{a_{0}(1+L) T_{0}} B\right)\left|x_{1}-x_{2}\right| .
\end{aligned}
$$

Assuming that the inequality

$$
\begin{equation*}
\left(L^{2}+L\right) T_{0} \leq 1 \tag{14}
\end{equation*}
$$

holds, we can rewrite the previous estimate as

$$
\left|\Delta_{j} \mathcal{A}_{1}[u]\left(x_{j}, t\right)\right| \leq\left(C_{1}+L\left(k_{0} C_{2}+\tilde{A} C_{3}\right)\right)\left|x_{1}-x_{2}\right|,
$$

where $C_{1}, C_{2}, C_{3}$ are some positive constants, determined by initial data. Note that $\mathcal{A}_{2}[u]$ and $\mathcal{A}_{3}[u]$ satisfy the same estimate.

Applying the previous inequality, we show that $\mathcal{A}_{1}[u]$ is Lipschitz in $t$ whenever $u \in Q$. By definition, put $x_{3} \stackrel{\text { def }}{=} \varphi_{i}[u]\left(t_{1} ; x, t_{2}\right)$. For every pair of points $\left(x, t_{1}\right),\left(x, t_{2}\right) \in \Omega_{T_{0}}^{-}$(or $\left.\left(x, t_{1}\right),\left(x, t_{2}\right) \in \Omega_{T_{0}}^{+}\right)$, using Lemma 3 , we obtain

$$
\begin{aligned}
& \left|\Delta_{j} \mathcal{A}_{1}[u]\left(x, t_{j}\right)\right|=\left|\mathcal{A}_{1}[u]\left(x, t_{1}\right)-\mathcal{A}_{1}[u]\left(x_{3}, t_{1}\right)\right|+\left|\mathcal{A}_{1}[u]\left(x_{3}, t_{1}\right)-\mathcal{A}_{1}[u]\left(x, t_{2}\right)\right| \leq \\
& \leq\left|\mathcal{A}_{1}[u]\left(x, t_{1}\right)-\mathcal{A}_{1}[u]\left(x_{3}, t_{1}\right)\right|+ \\
& +\left\lvert\, \int_{t_{1}}^{t_{2}} \frac{a_{13}}{a_{11}}\left(\varphi_{1}[u]\left(\tau ; x, t_{2}\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x, t_{2}\right), \tau\right)\right) \frac{d u_{3}\left(\varphi_{1}[u]\left(\tau ; x, t_{2}\right), \tau\right)}{d \tau} d \tau+\right. \\
& \quad+\int_{t_{1}}^{t_{2}} f_{1}\left(\varphi_{1}[u]\left(\tau ; x, t_{2}\right), \tau, u\left(\varphi_{1}[u]\left(\tau ; x, t_{2}\right), \tau\right)\right) d \tau \mid \leq \\
& \leq\left(C_{1}+L\left(k_{0} C_{2}+\tilde{A} C_{3}\right)\right)\left|x-x_{3}\right|+(\tilde{A} L(A+1)+F)\left|t_{1}-t_{2}\right| \leq \\
& \leq\left(\left(C_{1}+L\left(k_{0} C_{2}+\tilde{A} C_{3}\right)\right) A+\tilde{A} L(A+1)+F\right)\left|t_{1}-t_{2}\right|
\end{aligned}
$$

The same estimate holds for $\mathcal{A}_{2}[u]$ and $\mathcal{A}_{3}[u]$.
Thus, $\mathcal{A}_{i}[u], i \in\{1,2,3\}$, are Lipschitz continuous on each of the domains $\Omega_{T}^{-}, \Omega_{T}^{+}$as the inequality

$$
\left|\mathcal{A}_{i}[u]\left(x_{1}, t_{1}\right)-\mathcal{A}_{i}[u]\left(x_{2}, t_{2}\right)\right| \leq\left(C_{4}+L\left(k_{0} C_{5}+\tilde{A} C_{6}\right)\right)\left(\left|x_{1}-x_{2}\right|+\left|t_{1}-t_{2}\right|\right)
$$

holds for all $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \Omega_{T_{0}}^{-}\left(\right.$or $\left.\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \Omega_{T_{0}}^{+}\right)$, where constants $C_{4}, C_{5}, C_{6}$ are determined by initial data. Consequently, for $\mathcal{A}_{i}[u]$ to satisfy the Lipschitz condition with a constant $L$, it is sufficient to require that

$$
C_{4}+L\left(k_{0} C_{5}+\tilde{A} C_{6}\right) \leq L
$$

The last condition can be rewritten as

$$
\begin{equation*}
L \geq \frac{C_{4}}{1-\left(k_{0} C_{5}+\tilde{A} C_{6}\right)}, \tag{15}
\end{equation*}
$$

provided that $k_{0}$ and $\tilde{A}$ are small enough to satisfy the following inequality:

$$
\begin{equation*}
k_{0} C_{5}+\tilde{A} C_{6}<1 \tag{16}
\end{equation*}
$$

Now let us prove that the operator $\mathcal{A}$ is a contraction on $Q$, i.e., there is some nonnegative real number $0 \leq \kappa<1$ such that for all $u^{1}, u^{2} \in Q, \rho\left(\mathcal{A}\left[u^{1}\right], \mathcal{A}\left[u^{2}\right]\right) \leq \kappa \rho\left(u^{1}, u^{2}\right)$. Assuming that $u^{1}, u^{2} \in Q$, using Lemma 2 for all $(x, t) \in \Omega_{T_{0}}^{-}$, we obtain (for short, we write here $\tau_{j}$ instead of $\chi_{1}\left[u^{j}\right](x, t)$ and, for any functional $F$, we write $\Delta_{j} F\left[u^{j}\right]$ instead of $\left.F\left[u^{1}\right]-F\left[u^{2}\right]\right)$

$$
\begin{aligned}
\left|\Delta_{j} J_{1}\left[u^{j}\right](x, t)\right|=\mid \Delta_{j} K_{1}^{-}\left(\tau_{j}, u_{1}^{j}\left(+0, \tau_{j}\right)\right. & \left., u_{2}^{j}\left(-0, \tau_{j}\right), u_{3}^{j}\left(-0, \tau_{j}\right), u_{3}^{j}\left(+0, \tau_{j}\right)\right) \mid \leq \\
& \leq k_{0}\left(4+(1+4 L) e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}\right) \rho\left(u^{1}, u^{2}\right)
\end{aligned}
$$

Similarly, for all $(x, t) \in \Omega_{T_{0}}^{+}$, we have

$$
\begin{aligned}
& \left|\Delta_{j} J_{1}\left[u^{j}\right](x, t)\right|=\left|\Delta_{j} K_{1}^{+}\left(\tau_{j}, u_{1}^{j}\left(s_{1}\left(\tau_{j}\right), \tau_{j}\right), u_{2}^{j}\left(s_{2}\left(\tau_{j}\right), \tau_{j}\right)\right)\right| \leq \\
& \quad \leq k_{0}\left(2+\left(1+2 L\left(s_{0}+1\right)\right) e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}\right) \rho\left(u^{1}, u^{2}\right)
\end{aligned}
$$

For clarity, assume that $\chi_{i}\left[u^{1}\right](x, t)>\chi_{i}\left[u^{2}\right](x, t)$. Using Lemmas 1, 2, 3, and integration by parts, for all $(x, t) \in \Omega_{T_{0}}^{-} \cup \Omega_{T_{0}}^{+}$, we obtain

$$
\begin{aligned}
& \left|\Delta_{j} \int_{\chi_{1}\left[u^{j}\right](x, t)}^{t} \frac{a_{13}}{a_{11}}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau, u^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right)\right) \frac{d u_{3}^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right)}{d \tau} d \tau\right| \leq \\
& \leq\left|\int_{\chi_{1}\left[u^{1}\right](x, t)}^{t} \Delta_{j} \frac{a_{13}}{a_{11}}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau, u^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right)\right) \frac{d u_{3}^{1}\left(\varphi_{1}\left[u^{1}\right](\tau ; x, t), \tau\right)}{d \tau} d \tau\right|+ \\
& \left.\quad+\left|\frac{a_{13}}{a_{11}}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau, u^{2}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau\right)\right) \Delta_{j} u_{3}^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right)\right|_{\chi_{1}\left[u^{1}\right](x, t)}^{t} \right\rvert\,+
\end{aligned}
$$

$$
\begin{aligned}
& +\left\lvert\, \int_{\chi_{1}\left[u^{1}\right](x, t)}^{t} \frac{d a_{13}}{a_{11}}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau, u^{2}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau\right)\right)\right. \\
& d \tau \\
& a_{j} u_{3}^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right) d \tau \mid+ \\
& +\left|\int_{\chi_{1}\left[u^{2}\right](x, t)}^{\chi_{1}\left[u^{1}\right](x, t)} \frac{a_{13}}{a_{11}}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau, u^{2}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau\right)\right) \frac{d u_{3}^{2}\left(\varphi_{1}\left[u^{2}\right](\tau ; x, t), \tau\right)}{d \tau} d \tau\right| \leq \\
& \leq\left(\tilde{a}_{0}\left(1+(1+L) e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) L(A+1) T_{0}+\tilde{A}+\tilde{A}\left(1+L e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right)+\right. \\
& \left.+\left(1+L e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) a_{0}(L+1)(A+1) T_{0}+\tilde{A} L(A+1) e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}\right) \rho\left(u^{1}, u^{2}\right) .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
&\left|\Delta_{j} \int_{\chi_{1}\left[u^{j}\right](x, t)}^{t} f_{1}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau, u^{j}\left(\varphi_{1}\left[u^{j}\right](\tau ; x, t), \tau\right)\right) d \tau\right| \leq \\
& \leq\left(f_{0}\left(1+(1+L) e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) T_{0}+F e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}\right) \rho\left(u^{1}, u^{2}\right)
\end{aligned}
$$

Finally, using the inequalities above, we obtain an estimate

$$
\begin{aligned}
& \left|\Delta_{j} \mathcal{A}_{1}\left[u^{j}\right](x, t)\right| \leq \\
& \quad+\left(4 k_{0}+k_{0}\left(1+4 L\left(s_{0}+1\right)\right) e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}+\right. \\
& \quad+\tilde{a}_{0}\left(1+(1+L) e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) L(A+1) T_{0}+\tilde{A}+\tilde{A}\left(1+L e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right)+ \\
& \quad+\left(1+L e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) a_{0}(L+1)(A+1) T_{0}+\tilde{A} L(A+1) e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}+ \\
& \left.\quad+f_{0}\left(1+(1+L) e^{a_{0}(1+L) T_{0}} a_{0} T_{0}\right) T_{0}+F e^{a_{0}(1+L) T_{0}} a_{0} B T_{0}\right) \rho\left(u^{1}, u^{2}\right) .
\end{aligned}
$$

Applying assumption (14), we can rewrite the previous estimate as

$$
\left|\Delta_{j} \mathcal{A}_{1}\left[u^{j}\right](x, t)\right| \leq\left(4 k_{0}+2 \tilde{A}+C_{7} T_{0}\right) \rho\left(u^{1}, u^{2}\right)
$$

where constants $C_{7}, C_{8}$ are determined by initial data. Reasoning as above, we obtain the same inequalities for $\mathcal{A}_{2}[u], \mathcal{A}_{3}[u]$. Whence we derive an estimate

$$
\rho\left(\mathcal{A}\left[u^{1}\right], \mathcal{A}\left[u^{2}\right]\right) \leq\left(4 k_{0}+2 \tilde{A}+C_{7} T_{0}\right) \rho\left(u^{1}, u^{2}\right)
$$

Therefore, $\mathcal{A}$ is a contraction mapping if

$$
\begin{equation*}
C_{7} T_{0}<1-4 k_{0}-2 \tilde{A}, \tag{17}
\end{equation*}
$$

provided that $k_{0}$ and $\tilde{A}$ are small enough to satisfy the following inequality:

$$
\begin{equation*}
4 k_{0}+2 \tilde{A}<1 \tag{18}
\end{equation*}
$$

Now, suppose $k_{0}$ and $\tilde{A}$ are sufficiently small to satisfy inequalities (16), (18), $L$ is large according to (15), and $T_{0}$ is small enough to satisfy the inequalities (13), (14), (17). Then the operator $\mathcal{A}$ maps the space $Q$ into itself and, in addition, this operator is a contraction mapping. In this case, by the Banach fixed-point theorem, the operator $\mathcal{A}$ admits a unique fixed point in $Q$. This fixed point is a generalized solution to the problem (2), (3), (5), (6).

## References

[1] R.V. Andrusyak and N.O. Burdeina and V.M. Kyrylych, Global conjugation of solutions of a hyperbolic problem along an unknown contact boundary, Journal of Mathematical Sciences New York, J. Math. Sci., New York, Springer, New York, 191(3), 2013, 329-361.
[2] R.V. Andrusyak and N.O. Burdejna and V.M. Kirilich, The problem on conjugation on solutions of a hyperbolic system along unknown contact boundary in sector, Matematychni Studi, Mat. Stud., Lviv Mathematical Society, VNTL Publishers, Lviv, 39(1), 2013, 74-83.
[3] V.E. Abolinya and A.D. Myshkis, Mixed problems for semilinear hyperbolic systems in the plane, Matematicheski Sbornik. Novaya Seriya, Mat. Sb., Nov. Ser., Izdatel'stvo Nauka, Moskva, 50, 1960, 423-442.
[4] L. Cesari, A boundary value problem for quasilinear hyperbolic systems in the Schauder canonic form, Annali della Scuola Normale Superiore di Pisa, Classe di Scienze, Serie IV, Scuola Normale Superiore, Pisa, 1, 1975, 311-358.
[5] R. Courant and P. Lax, On nonlinear partial differential equations with two independent variables, Communications on Pure and Applied Mathematics, Commun. Pure Appl. Math., John Wiley Sons, Malden, MA, 2, 1949, 255-273.
[6] T.O. Derevyanko and O.V. Pelyushkevych and V.M. Kyrylych, The problem with movable boundaries for degenerate hyperbolic system of qiasolinear equation, Applied problems of mechanics and mathematics, Appl. problems of mech. and math., 10, 2012, 27-46.
[7] E. Hopf, The partial differential equation $u_{t}+u u_{x}=\mu u_{x x}$, Communications on Pure and Applied Mathematics, Commun. Pure Appl. Math., John Wiley \& Sons, Malden, MA, 3, 1950, 201-230.
[8] A. Jeffrey, Quasilinear hyperbolic systems and wave propagation, Pitman Publ., 1976.
[9] S.N. Kruzhkov, Generalized solutions of nonlinear first-order equations with several independent variables, Matematicheskiĭ Sbornik. Novaya Seriya, Mat. Sb., Nov. Ser., Izdatel'stvo Nauka, Moskva, 70, 1966, 394-415.
[10] P.D. Lax, Hyperbolic partial differential equations, Courant Lecture Notes in Mathematics 14. Providence: AMS; New York: Courant Institute of Math. Sciences, 2006, vii +217 .
[11] H. Lewy, Über das Anfangswertproblem bei einer hyperbolischen nichtlinearen partiellen Differentialgleichung zweiter Ordnung mit zwei unabhängigen Veränderlichen, Mathematische Annalen, Math. Ann., Springer-Verlag, Berlin, 98, 1927, 179-191.
[12] G. Monge, Mémoire sur la théorie d'une équation aux dérivées partielles du premier ordre, Journal de l'École Polytechnique, 9ieme cahier, Paris, 56-99, 1803.
[13] B. Riemann, Ueber die Fortpflanzung ebener Luftwellen von endlicher Schwingungsweite, Abhandlungen der Koniglichen Gesellschaft der Wissenschaften zu Gottingen, 8, 1860, 43-65.
[14] B. Riemann, The mathematical papers of Georg Friedrich Bernhard Riemann (18261866). Transcribed and edited by David R. Wilkins, The Electronic Library of Mathematics (ELibM), electronic, 2000.
[15] B.L. Rozhdestvenskij and N.N. Yanenko, Systems of quasilinear equations and their applications to gas dynamics. Transl. from the Russian by J. R. Schulenberger, Translations of Mathematical Monographs, 55. Providence: AMS. XX, 676 p., 1983.
[16] A.D. Sidorenko, A variant of the contact discontinuity problem for a system of three quasilinear equations, Differential Equations, Differ. Equations, Consultants Bureau, New York, 9, 1975, 594-597.
[17] A.D. Sidorenko, A problem with a contact discontinuity for a system of three quasilinear equations, Differential Equations, Differ. Equations, Consultants Bureau, New York, 14, 1978, 353-358.
[18] J. Turo, On some class of quasilinear hyperbolic systems of partial differential functional equations of the first order, Czechoslovak Mathematical Journal, Czech. Math. J., Springer (Plenum), Norwell, MA, 36, 1986, 185-197.
[19] Z. Wang, Exact controllability for nonautonomous first order quasilinear hyperbolic systems, Chinese Annals of Mathematics. Series B, Chin. Ann. Math., Ser. B, Editorial Office of Chinese Annals of Mathematics, Fudan University, Shanghai; Springer, Heidelberg, 27(6), 2006, 643-656.

Ruslan V. Andrusyak
Ivan Franko National University of Lviv, 79000, Lviv, Ukraine
E-mail: ru.andrusyak@gmail.com
Ivanna V. Andrusiak
National University Lviv Polytechnic, 79000, Lviv, Ukraine
E-mail: andrusyak.ivanna@gmail.com

Olga V. Pelyushkevych
Ivan Franko National University of Lviv, 79000, Lviv, Ukraine
E-mail: olpelushkevych@ukr.net
Oksana V. Flyud
Ivan Franko National University of Lviv, 79000, Lviv, Ukraine
E-mail: oflyud@yahoo.com
Received 21 August 2014
Accepted 15 February 2015


[^0]:    *Corresponding author.

