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Reconstruction of the Sturm–Liouville Operators
with a Finite Number of Tranmission and Param-
eter Dependent Boundary Conditions

M. Shahriari∗, M. Fallahi, F. Shareghi

Abstract. In this paper, we study discontinuous Sturm–Liouville problems with the
eigenvalue parameter linearly contained in boundary conditions, and the coefficients are
recovered by (i) Weyl function and (ii) spectral data. Further eigenparameter appears
in both of the boundary conditions.
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1. Introduction

We consider the Sturm–Liouville problem

`y := −y′′ + qy = λy, (1)

with the eigenparameter dependent boundary conditions

U(y) := (λ− h1)y′(0) + (λh− h2)y(0) = 0, (2)

V (y) := (λ−H1)y′(π) + (λH −H2)y(π) = 0, (3)

and discontinuous conditions for i = 1, . . . ,m− 1

y(di + 0) = aiy(di − 0), y′(di + 0) = biy
′(di − 0) + ciy(di − 0), (4)

where q(x) ∈ L2(0, π) is a real–valued function, h, h1, h2, H, H1, H2, di, ai, bi,
ci ∈ R and r1 := h2 − hh1 > 0, r2 := HH1 − H2 > 0, d0 = 0 < d1 < d2 <
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· · · < dm−1 < dm = π and aibi > 0. where {di}m−1
i=1 are discontinuous points. For

simplicity we use the notation L := L (q(x), di, ai, bi, ci, h, h1, h2, H,H1, H2) for
the problem (1)–(4).

Spectral problems for Sturm–Liouville operators with eigenvalue dependent
boundary conditions have been studied extensively. Boundary value problems
with discontinuities inside the interval often appear in mathematics, mechanics,
physics, geophysics and other branches of natural sciences. Further, it is known
that inverse spectral problems play an important role in the study of some non-
linear evolution equations of mathematical physics.

The inverse problem of recovering higher–order differential operators from
the Weyl functions has been studied in [19]. In [1], the Sturm–Liouville problem
with discontinuities in the case where an eigenparameter linearly appears not
only in the differential equation, but also in both of the boundary conditions is
investigated. Paper [2] is dedicated to the study of inverse problems by (i) one
spectrum and a sequence of norming constants; (ii) two spectra. Recently these
results were extended to finite number of transmission conditions in [15, 24]. We
obtain necessary conditions for eigenvalues and norming constants in Section 2.
In Section 3 we prove that the operator L in (1)–(4) is unique, also in this section
we construct it using Weyl M-function. In Section 4 by using spectral data we
obtain inverse problem solution. Furthermore, we present an example in the end
of this section. We refer to [1, 2, 3, 4, 7, 8, 10, 11, 13, 14, 16, 17, 18, 20] and [22] for
further aspects of this field. For general information on inverse Sturm–Liouville
problems we refer (e.g.) to the monographs [6, 9, 12, 19, 21] and [23].

2. Preliminaries

Let ϕ(x, λ) and ψ(x, λ) be the solutions of (1) satisfying the initial conditions

ϕ(0, λ) = λ− h1, ϕ′(0, λ) = −λh+ h2,

and
ψ(π, λ) = λ−H1, ψ′(π, λ) = −λH +H2,

and the jump conditions (4). Without loss of generality, in [15, Lemma 3.2] we
can suppose that aibi = 1. From the linear differential equations it follows that
the Wronskian

W (u, v) := u(x)v′(x)− u′(x)v(x),

is constant on [0, d1) ∪ (d1, d2) ∪ · · · ∪ (dm−1, π] for two solutions `u = λu and
`v = λv satisfying the transmission conditions (4). Set

χ(λ) := W (ϕ(λ), ψ(λ)) = V (ϕ) = −U(ψ).
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Then χ(λ) is an entire function whose roots λn coincide with the eigenvalues of
L. Define the inner product in the Hilbert space H = L2(0, π)⊕ C2 by

〈F,G〉H :=

∫ π

0
F1(x)G1(x)dx+

1

r1
F2G2 +

1

r2
F3G3,

where

F :=

F1(x)
F2

F3

 , G :=

G1(x)
G2

G3

 ∈ H.

Define the operator T in H by

T (F ) :=

−F ′′1 (x) + q(x)F1(x)
h1F

′
1(0) + h2F1(0)

H1F
′
1(π) +H2F1(π)

 ,

with

D(T ) =

F ∈ H

∣∣∣∣∣∣∣∣
F1(x) and F

′
1(x) ∈ AC[0, d1) ∪ (d1, d2) · · · ∪ (dm−1, π],

`F1 ∈ L2(0, π), F1(di + 0) = aiF1(di − 0),
F ′1(di + 0) = biF

′
1(di − 0) + ciF1(di − 0),

F2 := F ′1(0) + hF1(0), F3 := F ′1(π) +HF1(π).

 .

Denote

Φn(x) :=

 ϕ(x, λn)
ϕ′(0, λn) + hϕ(0, λn)
ϕ′(π, λn) +Hϕ(π, λn)

 .

The eigenfunctions of Eqs. (1)–(4) are {Φn}∞n=0. It is easy to see that the set of
all eigenfunctions are orthogonal, i.e.

〈Φn1 ,Φn2〉 = 0, for n1 6= n2.

Also we note that

ϕ(x, λn) =


ϕ1(x, λn), 0 ≤ x < d1,
ϕ2(x, λn), d1 < x < d2,
...
ϕm(x, λn), dm−1 < x ≤ π.

We define the norming constants by

Γn =‖Φn‖2 =

=

m−1∑
i=0

∫ di+1

di

ϕ2
i+1(x, λn)dx+

(ϕ′1(0, λn) + hϕ1(0, λn))2

r1
+ (5)
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+
(ϕ′m(π, λn) +Hϕm(π, λn))2

r2
,

where the functions ϕi(x, λn) for (i = 1, . . . ,m) are defined in Theorem 1.

Remark 1. The set of eigenvalues and norming constants ({λn,Γn}n≥0) is called
the spectral data of the problem (1)–(4).

Theorem 1. The following asymptotic forms hold:

ϕ(x, λ) =



ρ2 cos ρx+O(ρ exp(|τ |x)), 0 ≤ x < d1,

ρ2[α1 cos ρx+ α
′
1 cos ρ(2d1 − x)] +O(ρ exp(|τ |x)), d1 < x < d2,

ρ2[α1α2 cos ρx+ α′1α2 cos ρ(2d1 − x) + α1α
′
2 cos ρ(2d2 − x)

+α′1α
′
2 cos ρ(2d2 − 2d1 − x)] +O(ρ exp(|τ |x)), d2 < x < d3,

...

ρ2[α1α2 . . . αm−1 cos ρx+

+α′1α2 . . . αm−1 cos ρ(2d1 − x) + · · ·
+α1α2 . . . α

′
m−1 cos ρ(2dm−1 − x)+

+α′1α
′
2α3 . . . αm−1 cos ρ(2d2 − 2d1 − x) + · · ·

+α1 . . . α
′
i . . . α

′
j . . . αm−1 cos ρ(2dj − 2di − x)

+α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 cos ρ(2dk − 2dj − 2di − x) + · · ·

+α′1α
′
2 . . . α

′
m−1 cos ρ(2dm−1 − 2dm−2 . . .− 2(−1)m−2d2 − 2(−1)m−1d1 − x)]

+O(ρ exp(|τ |x)), dm−1 < x ≤ π,
(6)

where αi = 1
2(ai + bi), α

′
i = 1

2(ai − bi), τ = Imρ and ρ→∞, and the asymptotic
form of eigenvalues is

ρn = n+ o(n), (7)

where λn = ρ2
n and n→∞. Also,

γn =

m−1∑
i=0

∫ di+1

di

ϕ2
i+1(x, λn)dx = ρ4nµ(ρn; di; ai; bi)

[
1 +O

(
1

n

)]
(8)
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where µ(ρn; di; ai; bi) =

π
2
, for m = 1,

d1
2
+ π−d1

2

(
α2
1 + α′

2
1 + α1α

′
1 cos ρn(2d1)

)
, for m = 2,

d1
2
+ d2−d1

2
(α2

1 + α′
2
1 + α1α

′
1 cos ρn(2d1))

+π−d2
2

(
α2
1α

2
2 + α′

2
1α

2
1 + α′

2
1α
′2
2 + 2α1α2α

′
1α2 cos ρn(2d1)

+α2
1α2α

′
2 cos ρn(2d2) + 2α1α2α

′
1α
′
2 cos ρn(2d2 − 2d1)

+α′21 α2α
′
2 cos ρn(2d2 − 4d1)

)
, for m = 3,

...
d1
2
+ d2−d1

2
(α2

1 + α′
2
1 + α1α

′
1 cos ρn(2d1))

+ d3−d2
2

(
α2
1α

2
2 + α′

2
1α

2
1 + α′

2
1α
′2
2 + 2α1α2α

′
1α2 cos ρn(2d1)

+2α1α2α
′
1α
′
2 cos ρn(2d2 − 2d1) + α′21 α2α

′
2 cos ρn(2d2 − 4d1)

+α2
1α2α

′
2 cos ρn(2d2)

)
+ · · ·

+ 1
2

(
α2
1α

2
2 . . . α

2
m−1 + α′

2
1α

2
2 . . . αm−1 + · · ·α2

1α
2
2 . . . α

′2
m−1

+ · · ·+ α′
2
1α
′2
2 . . . α

′2
m−1 + α1α

′
1α

2
2 . . . α

2
m−1 cos ρn(2d1)

+α2
1α2α

′
2α

2
3 . . . α

2
m−1 cos ρn(2d2)

+α2
1α

2
2 . . . αm−1α

′
m−1 cos ρn(2dm−1) + · · ·

+α′
2
1α2α

′
2 . . . αm−1α

′
m−1 cos ρn(2[(−1)m−1 + 1]d1 + 2(−1)m−2d2 + · · · − 2dm−1)

+α1α
′
1α
′
2 . . . αm−1α

′
m−1 cos ρn(2(−1)m−1d1 + 2[(−1)m−2 + 1]d2 + · · · − 2dm−1)

+ · · ·+ α1α
′
1α
′
2
2
. . . α′m−1

2
cos ρn(2d1)

+ · · ·+ α′
2
1α
′
2
2
. . . αm−1α

′
m−1 cos ρn(2dm−1)

)
, for m ≥ 2.

Proof. Eqs. (6) and (7) have been obtained in [15, Theorems 5.3 and 5.4],
and by using (5) and (6) we get (8). J

3. Reconstruction by Weyl M–function

Using the properties of the spectrum of the Weyl function [15, Section 5], we
can define the Weyl M–function by

M(λ) := −ψ
′(0, λ) + h1ψ(0, λ)

r1χ(λ)
, (9)

θ(x, λ) :=
ψ(x, λ)

χ(λ)
= S(x, λ)−M(λ)ϕ(x, λ), (10)

where S(x, λ) is a solution of (1) under the initial conditions S(0, λ) = 0, S′(0, λ) =
1, and the jump conditions (4). The functions θ(x, λ) and M(λ) are called the
Weyl solution and the Weyl function of the operator L, respectively. From [15]
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we have

M(λ) = − 1

r1λ
+O

(
λ−

3
2

)
.

Now we are ready to prove our uniqueness theorem for the solutions of the prob-
lems (1)–(4). For this purpose, together with L, we consider a boundary value
problem L̃ of the same form but with different coefficients q̃(x), h̃, h̃1, h̃2, H̃, H̃1,
H̃2, ãi, b̃i, c̃i, d̃i. If a certain symbol η denotes an object related to L, then η̃ will
denote the analogous object related to L̃.

Theorem 2 (see [15]). If M(λ) = M̃(λ), then L = L̃, i.e., q(x) = q̃(x), a.e. and
di = d̃i, ai = ãi, h = h̃, h1 = h̃1, h2 = h̃2, H = H̃, H1 = H̃1, H2 = H̃2.

Proof. Let us define the matrix P (x, λ) = [Pjk(x, λ)]j,k=1,2 by the formula

P (x, λ)

(
ϕ̃(x, λ) θ̃(x, λ)

ϕ̃′(x, λ) θ̃′(x, λ)

)
=

(
ϕ(x, λ) θ(x, λ)
ϕ′(x, λ) θ′(x, λ)

)
. (11)

Using (10) and (11) we have{
Pj1(x, λ) = ϕ(j−1)(x, λ)θ̃′(x, λ)− θ(j−1)(x, λ)ϕ̃′(x, λ),

Pj2(x, λ) = θ(j−1)(x, λ)ϕ̃(x, λ)− ϕ(j−1)(x, λ)θ̃(x, λ),
(12)

{
ϕ(x, λ) = P11(x, λ)ϕ̃(x, λ) + P12(x, λ)ϕ̃′(x, λ),

θ(x, λ) = P11(x, λ)θ̃(x, λ) + P12(x, λ)θ̃′(x, λ).
(13)

According to (9) and (12), for fixed x, the functions Pjk(x, λ) are meromorphic
functions in λ with simple poles in the points λn and λ̃n. Denote G0

δ = Gδ
⋂
G̃δ,

where

Gδ = {λ : |λ− λn| > δ, n = 1, 2, ...}

and

G̃δ = {λ : |λ− λ̃n| > δ, n = 1, 2, ...}.

From ρ ∈ Gδ and using the asymptotic form of θv(x, λ) we get |θv(x, λ)| ≤
Cδ|ρ|v−3 exp(−|τ |x). Thus it follows that

|P11(x, λ)| ≤ Cδ, |P12(x, λ)| ≤ Cδ|ρ|−1, ρ ∈ G0
δ . (14)

Using (9) and (12) we get

P11(x, λ) = ϕ(x, λ)S̃′(x, λ)− S(x, λ)ϕ̃′(x, λ) + (M̃(λ)−M(λ))ϕ(x, λ)ϕ̃′(x, λ),

P12(x, λ) = S(x, λ)ϕ̃(x, λ)− ϕ(x, λ)S̃(x, λ) + (M(λ)− M̃(λ))ϕ(x, λ)ϕ̃(x, λ).
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Thus, if M(λ) ≡ M̃(λ), then for each fixed x the function P1k(x, λ) is entire in
λ. Together with (14) this yields P12(x, λ) ≡ 0, P11(x, λ) ≡ A(x). Using (13) we
derive

ϕ(x, λ) ≡ A(x)ϕ̃(x, λ), θ(x, λ) ≡ A(x)θ̃(x, λ). (15)

From W (θ(x, λ), ϕ(x, λ)) ≡ 1 and W (θ̃(x, λ), ϕ̃(x, λ)) ≡ 1, we have A(x) = 1.
So from (15) we obtain ϕ(x, λ) ≡ ϕ̃(x, λ) and θ(x, λ) ≡ θ̃(x, λ) for all x and λ.
Consequently, L = L̃. J

Now we construct the solution of the inverse problem. For this purpose, we
let

di = d̃i, ai = ãi,

and denote{
D(x, λ, µ) := W (ϕ(x,λ),ϕ(x,µ))

λ−µ =
∫ x
0
ϕ(t, λ)ϕ(t, µ)dt, r(x, λ, µ) = D(x, λ, µ)M̂(µ),

D̃(x, λ, µ) := W (ϕ̃(x,λ),ϕ̃(x,µ))
λ−µ =

∫ x
0
ϕ̃(t, λ)ϕ̃(t, µ)dt, r̃(x, λ, µ) = D̃(x, λ, µ)M̂(µ).

(16)
From Theorem 1 we have

D(x, λn, µn) =



∫ x
0
ϕ1(t, ρn)ϕ1(t, ηn)dt, 0 ≤ x < d1,∫ d1

0
ϕ1(t, ρn)ϕ1(t, ηn)dt+

∫ x
d1
ϕ2(t, ρn)ϕ2(t, ηn)dt, d1 < x < d2,∫ d1

0
ϕ1(t, ρn)ϕ1(t, ηn)dt+

∫ d2
d1
ϕ2(t, ρn)ϕ2(t, ηn)dt+∫ x

d2
ϕ3(t, ρn)ϕ3(t, ηn)dt, d2 < x < d3,

...∫ d1
0
ϕ1(t, ρn)ϕ1(t, ηn)dt+

m−2∑
i=1

∫ di+1

di
ϕi+1(t, ρn)ϕi+1(t, ηn)dt+∫ x

dm−1
ϕm(t, ρn)ϕm(t, ηn)dt, dm−1 < x ≤ π,

where ρ2
n = λn and η2

n = µn.
Now let us consider the contour γ = γ′ ∪ γ′′ where γ′ is a bounded closed

contour encircling the set {λ = ρ2 : Imρ ≥ 0 : χ(ρ) = 0} and γ′′ is the two-sided
cut along the arc {λ : λ > 0, λ 6∈ int γ′}.

Theorem 3. The following relations hold:

ϕ̃(x, λ) = ϕ(x, λ) +
1

2πi

∫
γ
r̃(x, λ, µ)ϕ(x, µ)dµ (17)

and

r(x, λ, µ)− r̃(x, λ, µ) +
1

2πi

∫
γ
r̃(x, λ, ξ)r(x, ξ, µ)dξ = 0. (18)

The relation (17) is called the main equation of the inverse problem.



10 M. Shahriari, M. Fallahi, F. Shareghi

Proof. For λ, µ ∈ γ, ±Reρ, Reη ≥ 0, using Lemma 2.2.1 in [5], we have

|r(x, λ, µ)|, |r̃(x, λ, µ)| ≤ Cx
|µ|(|ρ± η|+ 1)

, |ϕ(x, λ)| ≤ C.

Denote Jγ = {λ : λ /∈ γ ∪ γ′}. Consider the contour γR = γ ∩{λ : |λ| ≤ R} with
counterclockwise circuit, and also consider the contour γ0

R = γR ∪ {λ : |λ| = R}
with clockwise circuit. By Cauchy’s integral formula

P1k(x, λ)− δ1k =
1

2πi

∫
γ0R

P1k(x, µ)− δ1k

λ− µ
dµ, λ ∈ int γ0

R,

Pjk(x, λ)− Pjk(x, µ)

λ− µ
=

1

2πi

∫
γ0R

Pjk(x, ξ)

(λ− ξ)(ξ − µ)
dξ, λ, µ ∈ int γ0

R.

Using (14) we get

lim
R→∞

∫
|µ|=R

P1k(x, µ)− δ1k

λ− µ
dµ = 0, lim

R→∞

∫
|ξ|=R

Pjk(x, ξ)

(λ− ξ)(ξ − µ)
dξ = 0.

and consequently

P1k(x, λ) = δ1k +
1

2πi

∫
γ

P1k(x, µ)− δ1k

λ− µ
dµ, λ ∈ Jγ , (19)

Pjk(x, λ)− Pjk(x, µ)

λ− µ
=

1

2πi

∫
γ

Pjk(x, ξ)

(λ− ξ)(ξ − µ)
dξ, λ, µ ∈ Jγ . (20)

By virtue of (13) and (19),

ϕ(x, λ) = ϕ̃(x, λ) +
1

2πi

∫
γ

ϕ̃(x, λ)P11(x, µ) + ϕ̃′(x, λ)P12(x, µ)

λ− µ
dµ, λ ∈ Jγ .

Taking (11) into account we get

ϕ(x, λ) = ϕ̃(x, λ) +
1

2πi

∫
γ

[
ϕ̃(x, λ)(ϕ(x, µ)θ̃′(x, µ)− θ(x, µ)ϕ̃′(x, µ))+

+ϕ̃′(x, λ)(θ(x, µ)ϕ̃(x, µ)− ϕ(x, µ)θ̃(x, µ))
] dµ

λ− µ
.

In view of (9), this yields (17). According to (20) and the proof of Lemma 1.6.3
in [5], we arrive at

D(x, λ, µ)− D̃(x, λ, µ) =

=
1

2πi

∫
γ

[
W (ϕ̃(x, λ), θ̃(x, ξ))W (ϕ(x, ξ), ϕ(x, µ))

(λ− ξ)(ξ − µ) − W (ϕ̃(x, λ), ϕ̃(x, ξ))W (θ(x, ξ), ϕ(x, µ))

(λ− ξ)(ξ − µ)

]
dξ.

In view of (9) and (16) this yields (18). J
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Theorem 4. The following relations hold:

q(x) = q̃(x) + ε(x), (21)

H = H̃ + ε0(π), H2 = H̃2 + ε0(π)H̃1, H1 = H̃1, (22)

h = h̃+ ε0(0), h2 = h̃2 + ε0(0)h̃1, h1 = h̃1 (23)

ci = c̃i − (a3
i − bi)ε0(di − 0), (24)

where

ε0(x) =
1

2πi

∫
γ
ϕ̃(x, µ)ϕ(x, µ)M(µ)dµ, ε(x) = −2ε′0(x). (25)

Proof. By (16), (17) and (25) we get

ϕ̃′(x, λ)− ε0(x)ϕ̃(x, λ) = ϕ′(x, λ) +
1

2πi

∫
γ
r̃(x, λ, µ)ϕ′(x, µ)dµ, (26)

ϕ̃′′(x, λ) = ϕ(x, λ) +
1

2πi

∫
γ
r̃(x, λ, µ)ϕ′′(x, µ)dµ+

1

2πi

∫
γ

2ϕ̃(x, λ)ϕ̃(x, µ) (27)

+M(µ)ϕ′(x, µ)dµ+
1

2πi

∫
γ

2(ϕ̃(x, λ)ϕ̃(x, µ))′M(µ)ϕ(x, µ)dµ.

In (27) we replace the second derivatives by using equation (1), and we replace
ϕ(x, λ) using (17). This yields

q̃(x)ϕ̃(x, λ) =q(x)ϕ̃(x, λ) +
1

2πi

∫
γ
W (ϕ(x, λ), ϕ(x, µ))M(µ)ϕ(x, µ)dµ

+
1

2πi

∫
γ

2ϕ̃(x, λ), ϕ̃(x, µ)M(µ)ϕ′(x, µ)dµ

+
1

2πi

∫
γ
(ϕ̃(x, λ), ϕ̃(x, µ))′M(µ)ϕ(x, µ)dµ.

After canceling terms with ϕ′(x, λ) we arrive at (21). Taking x = 0, π in (26) and
(17) and using Cauchy’s theorem, we get (22)–(23). Applying (4) in (25) in the
points di, we get

ε0(di + 0) = a2
i ε0(di − 0). (28)

From (4), (26) and (28) we obtain (24). J

4. Reconstruction by spectral data

Let two sequences of real numbers {λn} and {Γn}, (n ∈ Z+) be given with
the properties stated in Theorem 1. Now we consider the inverse problem of
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recovering L from the spectral data {λn,Γn}n≥0. Let us choose r̃1 := h̃2−h̃h̃1 > 0,
r̃2 := H̃H̃1−H̃2 > 0 such that ω = ω̃ with ω = h+H+ 1

2

∫ π
0 q(t)dt for the operator

L̃. Let

ai = ãi, di = d̃i, and

∞∑
n=0

ξn|ρn| <∞, (29)

where ξn := |ρn − ρ̃n|+ |Γn − Γ̃n|. Denote

λn0 = λn, λn1 = λ̃n,

Γn0 = Γn, Γn1 = Γ̃n

ϕni(x) = ϕ(x, λni), ϕ̃ni(x) = ϕ̃(x, λni)

Q̃kj(x, λ) =
W (ϕ̃(x, λ), ϕ̃kj(x))

Γkj(λ− λkj)
=

1

Γkj

∫ x

0
ϕ̃(t, λ)ϕ̃kj(t)dt, (30)

Q̃ni,kj(x, λ) = Q̃kj(x, λni).

Also we can rewrite (30) as follows:

Q̃kj(x, λ) =
1

Γkj



∫ x
0 ϕ̃1(t, λ)ϕ̃1(t, λkj)dt, 0 ≤ x < d1,∫ d1
0 ϕ̃1(t, λ)ϕ̃1(t, λkj)dt+

∫ x
d1
ϕ̃2(t, λ)ϕ̃2(t, λkj)dt, d1 < x < d2,∫ d1

0 ϕ̃1(t, λ)ϕ̃1(t, λkj)dt+
∫ d2
d1
ϕ̃2(t, λ)ϕ̃2(t, λkj)dt+∫ x

d2
ϕ̃3(t, λ)ϕ̃3(t, λkj)dt, d2 < x < d3,

...∫ d1
0 ϕ̃1(t, λ)ϕ̃1(t, λkj)dt+

m−2∑
r=1

∫ dr+1

dr
ϕ̃r+1(t, λ)ϕ̃r+1(t, λkj)dt+∫ x

dm−1
ϕ̃m(t, λ)ϕ̃m(t, λkj)dt, dm−1 < x ≤ π,

where i, j = 0, 1 and n, k ≥ 0.

Lemma 1 (see [24] Lemma 3.1). Let ϕni(x), Qni,kj(x) be defined as above. Then
the following estimates are valid for x ∈ (ds, ds+1), 1 ≤ s ≤ m− 1:

|ϕni(x)| ≤ C(n+ 1)s, |ϕn0(x)− ϕn1(x)| ≤ C(n+ 1)s−
1
m


|Qni,kj(x)| ≤ C(n+1)s

(|n−k|+1)(k+1)2(m−1)−s ,

|Qni,k0(x)−Qni,k1(x)| ≤ C(n+1)s

(|n−k|+1)(k+1)2(m−1)−s+ 1
m
,

|Qn0,kj(x)−Qn1,kj(x)| ≤ C(n+1)s−
1
m

(|n−k|+1)(k+1)2(m−1)−s ,

where n, k ≥ 0, i, j = 0, 1 and C is a positive constant. The analogous estimates
are also valid for ϕ̃ni(x), Q̃ni,kj(x).
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Lemma 2. The following relation holds:

ϕ̃(x, λ) = ϕ(x, λ) +
∞∑
k=0

(Q̃k0(x)ϕk0(x)− Q̃k1(x)ϕk1(x)). (31)

Proof. By virtue of (29) we have

a = ã, α1 = α̃1.

It follows from Theorem 1 that

|ϕ(v)(x, λ)| = O(|ρ|v+2 exp(|τ |x)), 0 ≤ x ≤ π, v = 0, 1.

So,

|ϕv(x, λ)− ϕ̃v(x, λ)| ≤ C|ρ|v+1 exp(|τ |x).

Similarly, by substituting x with π−x we get the asymptotic form of ψ(x, λ) and
ψ′(x, λ). In particular,

|ψ(v)(x, λ)| = O(|ρ|v+2 exp(|τ |(π − x))), 0 ≤ x ≤ π, v = 0, 1,

|ψv(x, λ)− ψ̃v(x, λ)| ≤ C|ρ|v+1 exp(|τ |(π − x)). (32)

Denote G0
δ = Gδ ∩ G̃δ, where Gδ and G̃δ are defined in Theorem 9. From (10)

and (32) we have

|θv(x, λ)− θ̃v(x, λ)| ≤ Cδ|ρ|v exp(−|τ |x), ρ ∈ G0
δ v = 0, 1.

Let P (x, λ) be the matrix defined in Theorem 2 and Ω = {λ = u + iv : u =
(2h2)−2v2 − h2} be the image of the set Imρ = ±h under the mapping λ = ρ2.
Denote Ωn = Γ∩ {λ : |λ| ≤ rn}, and Ωn0 = Ωn ∪ {λ : |λ| = rn, λ /∈ int Ω},Ωn1 =
Ωn ∪ {λ : |λ| = rn, λ ∈ int Ω}. Since for each fixed x, the functions P1k are
meromorphic in λ with simple poles λn and λ̃n, we get by Cauchy,s theorem

P1k(x, λ)− δ1k =
1

2πi

∫
Ωn0

P1k(x, ξ)− δ1k

ξ − λ
dξ, k = 1, 2, (33)

where λ ∈ Ωn0, and δjk is the Kronecker delta. Further, (10) and (12) imply

P11(x, λ) = 1 + (ϕ(x, λ)− ϕ̃(x, λ))Φ̃′(x, λ)− (Φ(x, λ)− Φ̃(x, λ))ϕ̃′(x, λ).

Also we obtain

|P1k(x, λ)− δ1k| ≤ Cδ|ρ|−1, ρ ∈ G0
δ . (34)
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By virtue of (34)

lim
n→∞

1

2πi

∫
|ξ|=rn

P1k(x, ξ)− δ1k

ξ − λ
dξ = 0,

and consequently, (33) yields

P1k(x, λ)− δ1k = lim
n→∞

1

2πi

∫
Ωn1

P1k(x, ξ)− δ1k

ξ − λ
dξ.

Substituting into (13) we obtain

ϕ(x, λ) = ϕ̃(x, λ) + lim
n→∞

1

2πi

∫
Ωn1

ϕ̃(x, λ)P11(x, ξ) + ϕ̃′(x, λ)P12(x, ξ)

λ− ξ
dξ.

Taking (12) into account we calculate

ϕ(x, λ) = ϕ̃(x, λ) + lim
n→∞

1

2πi

∫
Ωn1

[
ϕ̃(x, λ)(ϕ(x, ξ)θ̃′(x, ξ)− θ(x, ξ)ϕ̃′(x, ξ))

+ϕ̃′(x, λ)(θ(x, ξ)ϕ̃(x, ξ)− ϕ(x, ξ)θ̃(x, ξ))
] dξ

λ− ξ
,

or, in view of (9),

ϕ̃(x, λ) = ϕ(x, λ) + lim
n→∞

1

2πi

∫
Ωn1

W (ϕ̃(x, λ), ϕ̃(x, ξ))

λ− ξ
M̂(ξ)ϕ(x, ξ)dξ. (35)

Then we have

Resξ=λkj
W (ϕ̃(x, λ), ϕ̃(x, ξ))

λ− ξ
M̂(ξ)ϕ(x, ξ) = Q̃kj(x, λ)ϕkj(x).

Now with calculation in the integral in (35), by residue theorem we arrive at (31).
J

It follows from (31) that

ϕ̃ni(x) = ϕni(x) +
∞∑
k=0

(Q̃ni,k0(x)ϕk0(x)− Q̃ni,k1(x)ϕk1(x)).

Let K be a set of indices u = (n, i), n ≥ 0, i = 0, 1. For each fixed x ∈
[0, d1) ∪ (d2, d3) ∪ · · · ∪ (dm−1, π], we define the vector

φ(x) = [φu(x)]u∈K =

[
φn0(x)
φn1(x)

]
n≥0

= [φ00, φ01, φ10, φ11, . . .]
T
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by the formulae

[
φn0(x)
φn1(x)

]
=


n+1
ρm−1
n

− n+1
ρm−1
n

0 1
ρm−1
n

[ϕn0(x)
ϕn1(x)

]
=


(n+1)(ϕn0(x)−ϕn1(x))

ρm−1
n

ϕn1(x)

ρm−1
n

 ,
therefore ϕn0, ϕn1 can be found by the formula

[
ϕn0(x)
ϕn1(x)

]
=

ρ
m−1
n
n+1 ρm−1

n

0 ρm−1
n

[φn0(x)
φn1(x)

]
.

We also define the block matrix

H(x) = [Hu,v(x)]u,v∈K =

[
Hn0,k0(x) Hn0,k1(x)
Hn1,k0(x) Hn1,k1(x)

]
,

n, k ≥ 0, u = (n, i), v = (k, j)

by the formulae

[
Hn0,k0(x) Hn0,k1(x)
Hn1,k1(x) Hn1,k1(x)

]
=


n+1

ρm−1
n

− n+1

ρm−1
n

0 1

ρm−1
n

[Qn0,k0(x) Qn0,k1(x)
Qn1,k0(x) Qn1,k1(x)

] ρ
m−1
k
k+1

ρm−1
k

0 −ρm−1
k

 =

n+1
k+1

( ρk
ρn

)m−1(Qn0,k0(x)−Qn1,k0(x)) n+1

ρm−1
n

(Qn0,k0(x)−Qn0,k1(x)−Qn1,k0(x) +Qn1,k1(x))

ρm−1
k
k+1

Qn1,k0(x) Qn1,k0(x)−Qn1,k1(x)

 .
Analogously we define φ̃(x), H̃(x) by replacing in the previous definitions ϕni(x)
by ϕ̃ni(x) and Qni,kj(x) by Q̃ni,kj(x). Also for x ∈ (ds, ds+1) we have

|φni(x)|, |φ̃ni(x)| ≤ C

(n+ 1)m−s−1
. (36)

Similarly

|Hni,kj(x)|, |H̃ni,kj(x)| ≤ C

(|n− k|+ 1)(n+ 1)m−s−1(k + 1)m−s
. (37)

Let us consider the Banach space m of bounded sequences α = [αu]u∈K with
the norm ‖α‖m = supu∈K |αu|. It follows from (36) and (37) that for each fixed
x ∈ [0, π], the operators E+H̃(x) and E−H̃(x) (here E is the identity operator),
acting from m to m, are linear bounded operators, and

‖H(x)‖, ‖H̃(x)‖ ≤ C sup
n

∞∑
k=0

1

(|n− k|+ 1)(n+ 1)m−s−1(k + 1)m−s
<∞.
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Taking into account our notation, we can rewrite (31) in the form

φ̃ni(x) = φni(x) +
∞∑
k=0

(H̃ni,k0(x)φk0(x) + H̃ni,k1(x)φk1(x))

or
φ̃(x) = (E + H̃(x))φ(x). (38)

Thus, for each fixed x, the vector φ(x) ∈ m is a solution of equation (38) in
the Banach space m. Equation (38) is called the main equation of the inverse
problem. Solving (38), we find the vector φ(x) and consequently, the functions
ϕni(x), n ≥ 0, i = 0, 1. Since ϕni(x) = ϕ(x, λni) are the solutions of (1), we can
construct the function q(x) by the formula

q(x) = λn +
ϕ′′n0(x)

ϕn0(x)
. (39)

Also we obtain the coefficients h, h1, h2, H, H1, and H2 from the linear system
of equations

(λn −H1)ϕ′n0(π) + (λnH −H2)ϕn0(π) = 0, n ≥ 0,

(λn − h1)ϕ′n0(0) + (λnh− h2)ϕn0(0) = 0, n ≥ 0.

So, finally we obtain
c1 =

ϕ′n0(d1+0)
ϕn0(d1−0) −

ϕ′n0(d1−0)
ϕn0(d1+0) ,

c2 =
ϕ′n0(d2+0)
ϕn0(d2−0) −

ϕ′n0(d2−0)
ϕn0(d2+0) ,

...

cm−1 =
ϕ′n0(dm−1+0)
ϕn0(dm−1−0) −

ϕ′n0(dm−1−0)
ϕn0(dm−1+0) .

(40)

Example 1. Take L̃ = L
(
q̃(x) = 0, di, ai, a

−1
i , 0, 0, 0, 0, h̃2 < 0, H̃2 < 0

)
. Let

{λ̃n, Γ̃n}n≥0 be the spectral data of L̃ and h, H be given. Clearly, λ̃0 = 0, and Γ̃0

is obtained using (5)

ϕ̃00(x) =



1, 0 ≤ x < d1,

a1, d1 < x < d2,

a1a2, d2 < x < d3,
...

...

a1a2...am−1, dm−1 < x ≤ π.
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Let λn = λ̃n(n ≥ 0), Γn = Γ̃n(n ≥ 1), and Γ0 > 0 be an arbitrary positive
number. Denote A := 1

Γ0
− 1

Γ̃0
. Then (31) yields

ϕ00(x) = ϕ̃00(x)

(
1 +A

∫ x

0
ϕ̃2

00(t)dt

)−1

.

So, we have

ϕ00(x) =



(1 +Ax)−1, 0 ≤ x < d1,

a1(B1 +Aa2
1x)−1, d1 < x < d2,

a1a2(B2 +A(a1a2)2x)−1, d2 < x < d3,
...

...

a1a2...am−1(Bm−1 +A(a1a2...am−1)2x)−1, dm−1 < x ≤ π.

where for m ≥ 1

Bm = 1 +A

m∑
i=1

di(1− a2
i )

i−1∏
j=0

aj
2, a0 = 1.

Using (39) and the value λ00 = 0, it is easy to see that

q(x) =



2A2(1 +Ax)−2, 0 ≤ x < d1,

2A2a4
1(B1 +Aa2

1x)−2, d1 < x < d2.

2A2(a1a2)4(B2 +A(a1a2)2x)−2, d2 < x < d3,
...

...

2A2(a1a2 · · · am−1)4(Bm−1 +A(a1 · · · am−1)2x)−2, dm−1 < x ≤ π.

Also, we can obtain the following relations

H1 =
a1 · · · am−1

Bm−1 +A(a1 · · · am−1)2π
, H2 =

−A(a1 · · · am−1)3

(Bm−1 +A(a1 · · · am−1)2π)2
.

And
h1 = −1, h2 = −A.

From relation (40) we have

c1 =
A(a−1

1 −a31)
1+Aa1

, x ∈ [0, d1) ∪ (d1, d2),

c2 =
Aa21(a−1

2 −a32)

B1+Aa21a2
, x ∈ (d1, d2) ∪ (d2, d3),

...

cm−1 =
A(a1···am−2)2(a−1

m−1−a3m−1)

Bm−2+A(a1···am−2)2dm−1
, x ∈ (dm−2, dm−1) ∪ (dm−1, π].
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