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#### Abstract

In this work we obtain some Jackson type direct theorem and converse theorem of polynomial approximation with respect to fractional order moduli of smoothness in rearrangement invariant quasi Banach function spaces (RIQBFS) on the unit circle. Later using these results we obtain similar estimates for some RIBFS on sufficiently smooth domains of complex plane.
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## 1. Introduction

The main inequalities of approximation such as Jackson and inverse inequalities in the different subspaces of the rearrangement invariant quasi Banach function spaces (RIQBFS) on $[0,2 \pi]$ or on rectifiable Jordan curves $\Xi$ were investigated by several mathematicians. For example, the degree of polynomial approximation in the Smirnov spaces $E^{p}(G)$ and Lebesgue spaces $L^{p}(\Xi)$ on $\Xi$, have been estimated in $[1-13]$ under various restrictions on the boundary $\Xi$ of $G$. The similar problems in weighted Smirnov and Lebesgue spaces (on $\Xi$ ) were studied in [14] and [15]. The appropriate inverse theorems and a constructive characterization of generalized Lipschitz class in the weighted Smirnov spaces were obtained in [16]. Some inverse theorems in Smirnov-Orlicz spaces were proved in [17]. Some direct theorems of approximation theory were obtained in [18], [19] and [20] by using algebraic and interpolating polynomials. Generalized Faber polynomials are important apparatus of approximation in various functional classes (see, e.
g., $[15,21])$. Basicity of systems of generalized Faber polynomials was considered in [22]. The general solution of the homogeneous Riemann problem in the weighted Smirnov classes was investigated in [23]. Approximation problems in Morrey-Smirnov classes were considered in [24].

On the other hand, moduli of smoothness of fractional order were defined by Taberski [25] and Butzer, Dychoff, Gorlich, Stens [26] and used for various approximation problems on Lebesgue spaces. Fractional smoothness is necessary [27] for some Ulyanov type inequalities. Using fractional smoothness, direct and inverse theorems of trigonometric approximation in RIQBFS $\mathbb{X}([0,2 \pi])$ on $[0,2 \pi]$ were obtained in [28]. In this work, we obtain some Jackson type direct theorem and converse theorem of polynomial approximation with respect to fractional order moduli of smoothness in the spaces RIQBFS $\mathbb{X}(T)$ on complex unit circle T. Later, using these results we obtain that similar estimates for RIBFS $\mathbb{X}(\Gamma)$ on sufficiently smooth domains of complex plane hold.

The paper is organized as follows. In Section 2, the central theorems of trigonometric approximation in the spaces RIQBFS $\mathbb{X}(T)$ are proved. Sections 3 and 4 include some necessary lemmas and proofs of the results of Section 2. In Sections 5 and 6 we give the main inequalities of algebraic approximation in some RIBFS $\mathbb{X}(\Gamma)$ on sufficiently smooth domains of complex plane.

Throughout this work, by $C, c, c_{i}$ we denote the constants which are absolute or depend only on the parameters given in their brackets.

## 2. Approximation on the unit circle

Let $\mathcal{M}$ be the set of all measurable functions defined on $\mathrm{T}:=\left\{e^{i \theta}: \theta \in[0,2 \pi)\right\}$ and let $\mathcal{M}^{+}$be the subset of functions from $\mathcal{M}$ whose values lie in $[0, \infty]$. By $\chi_{E}$ we denote the characteristic function of a measurable set $E \subset \mathrm{~T}$. A mapping $\rho: \mathcal{M}^{+} \rightarrow[0, \infty]$ is called a function norm if for all constants $a \geq 0$, for all functions $f, g, f_{n} \quad(n=1,2,3, \ldots)$, and for all measurable subsets $E$ of T , the following properties hold:
(i) $\rho(f)=0$ iff $f=0 \quad$ a.e.; $\rho(a f)=a \rho(f) ; \rho(f+g) \leq \rho(f)+\rho(g)$,
(ii) if $0 \leq g \leq f$ a.e., then $\rho(g) \leq \rho(f)$, (iii) if $0 \leq f_{n} \uparrow f$ a.e., then $\rho\left(f_{n}\right) \uparrow \rho(f)$,
(iv) $\rho\left(\chi_{E}\right)<\infty$ holds for every set $E \subset \mathrm{~T}$ having a finite Lebesgue measure $|E|<\infty$,
(v) $\int_{E}|f(w)||d w| \leq C_{E} \rho(f)$ holds for every set $E \subset \mathrm{~T}$ having a finite Lebesgue measure $|E|<\infty$, with a constant $C_{E} \in(0, \infty)$ depending on $E$ and $\rho$ but independent of $f$.

If $\rho$ is a function norm, its associate norm $\rho^{\prime}$ is defined on $\mathcal{M}^{+}$by

$$
\rho^{\prime}(g):=\sup \left\{\int_{T}|f(w) g(w)||d w|: f \in \mathcal{M}^{+}, \rho(f) \leq 1\right\}, \quad g \in \mathcal{M}^{+}
$$

If $\rho$ is a function norm, then $\rho^{\prime}$ is itself a function norm [29, p. 8, Th. 2.2]. Let $\rho$ be a function norm. The collection of functions

$$
X(\mathrm{~T}):=X(\mathrm{~T}, \rho):=\{f \in \mathcal{M}: \rho(|f|)<\infty\}
$$

is called Banach function space (shortly BFS) on T . For each $f \in X(\mathrm{~T})$ we define

$$
\|f\|_{X(\mathrm{~T})}:=\rho(|f|)
$$

A Banach function space $X$ equipped with the norm $\|\cdot\|_{X(T)}$ is a Banach space [29, p. 3-5, Theorems. 1.4 and 1.6]. Let $\rho^{\prime}$ be the associate norm of a function norm $\rho$. The Banach function space $X\left(\mathrm{~T}, \rho^{\prime}\right)$ determined by the function norm $\rho^{\prime}$ is called the associate space of $X(\mathrm{~T})=X(\mathrm{~T}, \rho)$ and is denoted by $X^{\prime}(\mathrm{T})$. It is well-known [29, p. 9] that

$$
\begin{equation*}
\|f\|_{X(\mathrm{~T})}=\sup \left\{\int_{\mathbf{T}}|f(w) g(w)||d w|: g \in X^{\prime}(\mathbf{T}),\|g\|_{X^{\prime}(\mathbf{T})} \leq 1\right\} \tag{1}
\end{equation*}
$$

holds. The distribution function $\mu_{f}$ of a measurable function $f$ is defined as

$$
\mu_{f}(\lambda)=\operatorname{measure}\{w \in \mathrm{~T}:|f(w)|>\lambda\}, \lambda \geq 0
$$

A Banach function norm is rearrangement invariant if $\rho(f)=\rho(g)$ for every pair of functions $f, g$ which are equimeasurable, that is $\mu_{f}(\lambda)=\mu_{g}(\lambda)$.

Given a Banach function space $X(\mathrm{~T})$, we define $X_{r}(\mathrm{~T}):=\left\{f \in \mathcal{M}: f^{r} \in X(\mathrm{~T})\right\}$, $r \in(0, \infty)$ and $r$-norm as

$$
\|f\|_{X r(\mathrm{~T})}:=\left\||f|^{r}\right\|_{X(\mathrm{~T})}^{1 / r}
$$

A quasi Banach function norm is a mapping $\rho: \mathcal{M}^{+} \rightarrow[0, \infty]$ such that it satisfies (ii)-(iv) of above definition of function norm, but satisfies (i) as a quasinorm, namely, $\rho(f)=0$ if and only if $f=0$ a.e.; $\rho(a f)=a \rho(f) ; \rho(f+g) \leq$ $c(\rho(f)+\rho(g))$. If a quasi Banach function norm $\rho$ is rearrangement invariant, then the collection of functions $X(\mathrm{~T}, \rho)=\{f \in \mathcal{M}: \rho(|f|)<\infty\}$ will be called rearrangement invariant quasi Banach function space (shortly RIQBFS). A quasi $\operatorname{BFS} X(\mathrm{~T})$ is said to be $p$-convex for some $p \in(0,1]$ if there is a $c$ such that for all $f_{1}, \ldots, f_{N} \in X(\mathrm{~T})$ we have

$$
\begin{equation*}
\left\|\left(\sum_{i=1}^{N}\left|f_{i}\right|^{p}\right)^{1 / p}\right\|_{X(\mathrm{~T})} \leq c\left(\sum_{i=1}^{N}\left\|f_{i}\right\|_{X(\mathrm{~T})}^{p}\right)^{1 / p} \tag{2}
\end{equation*}
$$

In this case the condition (2) is equivalent to the fact that $X_{1 / p}(\mathrm{~T})$ is a rearrangement invariant BFS. From (1) one can see that $\|\cdot\|_{X(\mathrm{~T})}$ can be equivalently represented [30] as

$$
\begin{equation*}
\|f\|_{X(\mathrm{~T})} \asymp \sup \left\{\left(\int_{\mathrm{T}}|f(w)|^{p}|g(w)||d w|\right)^{1 / p}:\|g\|_{Y^{\prime}(\mathrm{T})} \leq 1\right\} \tag{3}
\end{equation*}
$$

where $Y^{\prime}(\mathrm{T})$ is the associate space of the rearrangement invariant BFS $Y(\mathrm{~T})=$ $X_{1 / p}(\mathrm{~T}) . A(x) \asymp B(x)$ will mean that there exist constants $c$ and $C$ such that $c A(x) \leq B(x) \leq C A(x)$. There are examples [31] of quasi BFS which are not $p$-convex for any $p>0$.

Let $X(\mathrm{~T})$ be a quasi BFS. A function $f \in X(\mathrm{~T})$ is said to have absolutely continuous norm if

$$
\lim _{n \rightarrow \infty}\left\|f \chi_{A_{n}}\right\|_{X(\mathrm{~T})}=0
$$

for every decreasing sequence of measurable sets $\left(A_{n}\right)$ with $\chi_{A_{n}} \rightarrow 0$ a.e. If every $f \in X(\mathrm{~T})$ has this property, we will say $X(\mathrm{~T})$ has absolutely continuous norm.

Hereafter throughout this work we will assume that $\mathbb{X}(\mathrm{T}):=X(\mathrm{~T}, A C, p)$ is a RIQBFS which has absolutely continuous norm and is $p$-convex for some $p \in(0,1]$. These assumptions on the function space are not very restrictive. For example, Orlicz spaces on T , classical Lorentz spaces $L^{p q}(\mathrm{~T}), p, q \in(0, \infty)$, Zygmund spaces $L^{p}(\log L)^{\alpha}(\mathrm{T}), p \in(0, \infty), \alpha \in \mathbb{R}$, Lorentz $\Lambda(\mathrm{T})$ spaces and Marcinkiewicz spaces on T satisfy [30] these conditions. For a complete treatise of rearrangement invariant BFS and RIQBFS we refer to [29, 32, 33, 34].

Remark 1. Let $X(\mathrm{~T})$ be a RIQBFS The following conditions are equivalent:
(i) The set $\mathcal{P}_{n}(\mathrm{~T}):=\left\{P: P\left(e^{i \theta}\right)=\sum_{j=-n}^{n} c_{j} e^{i j \theta}, c_{j} \in \mathbb{C}\right\}$ of polynomials is dense in $X(\mathrm{~T})$.
(ii) The set of continuous functions on T is dense in $X(\mathrm{~T})$.
(iii) Rotation operator $R_{h} f(w):=f\left(w e^{i h}\right)$ is a bounded operator in $X(\mathrm{~T})$, namely,

$$
\left\|R_{h} f\right\|_{X(\mathrm{~T})} \leq c\|f\|_{X(\mathrm{~T})}
$$

for every $f \in X(\mathrm{~T}), h \in[0,2 \pi)$ and $w \in \mathrm{~T}$.
(iv) $X(\mathrm{~T})$ has absolutely continuous norm.

These properties are proved for rearrangement invariant BFS in [29, p. 157, Lemma 6.3] and they hold also for RIQBFS $X(\mathrm{~T})$ which has absolutely continuous norm.

Let $w \in \mathrm{~T}, h \in[0,2 \pi), \alpha \in \mathbb{R}^{+}:=(0, \infty), f \in \mathbb{X}(\mathrm{~T})$ and set

$$
\Delta_{h}^{\alpha} f(w):=\left(I-R_{h}\right)^{\alpha} f(w)=\sum_{k=0}^{\infty}(-1)^{k}\binom{\alpha}{k} f\left(w e^{i k h}\right)
$$

with Binomial coefficients $\binom{\alpha}{k}:=\frac{\alpha(\alpha-1) \ldots(\alpha-k+1)}{k!}$ for $k \geq 1$ and $\binom{\alpha}{0}:=1$, where $I$ is identity operator.

If $\frac{1}{\alpha+1}<p$, then using [35, p.14] we have

$$
\left|\binom{\alpha}{k}\right| \leq \frac{c(\alpha)}{k^{\alpha+1}}, \quad k \in \mathbb{Z}^{+}
$$

and hence we obtain

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left|\binom{\alpha}{k}\right|^{p} \leq c(\alpha, p) \sum_{k=1}^{\infty} \frac{c(\alpha)}{k^{p(\alpha+1)}}<\infty \tag{4}
\end{equation*}
$$

On the other hand, if $g$ belongs to $Y^{\prime}(T)$, the associate space of the rearrangement invariant BFS $Y(\mathrm{~T})=X_{1 / p}(\mathrm{~T})$, then using Levi Monotone Convergence Theorem and Remark 1 (iii) we have

$$
\begin{gathered}
\int_{\mathrm{T}}\left|\sum_{k=0}^{\infty}(-1)^{k}\binom{\alpha}{k} f\left(w e^{i k h}\right)\right|^{p}|g(w)||d w| \\
\leq \lim _{j \rightarrow \infty}\left(\int_{\mathrm{T}} \sum_{k=0}^{j}\left|\binom{\alpha}{k} f\left(w e^{i k h}\right)\right|^{p}|g(w)||d w|\right) \\
\leq c\left(\sum_{k=0}^{\infty}\left|\binom{\alpha}{k}\right|^{p}\right)\left(\sup _{\|g\|_{Y^{\prime}(\mathrm{T})} \leq 1} \int_{\mathrm{T}}|f(w)|^{p}|g(w)||d w|\right)
\end{gathered}
$$

and hence from (3) and (4)

$$
\left\|\Delta_{h}^{\alpha} f\right\|_{X(\mathrm{~T})} \leq c\|f\|_{X(\mathrm{~T})}
$$

This last inequality implies that if $f \in \mathbb{X}(\mathbf{T}), \alpha \in \mathbb{R}^{+},(\alpha+1)^{-1}<p$ and $h \in[0,2 \pi)$, then $\Delta_{h}^{\alpha} f \in X(\mathrm{~T})$.

Now, if $\alpha \in \mathbb{R}^{+}, f \in \mathbb{X}(\mathbf{T}),(\alpha+1)^{-1}<p$ and $h \in[0,2 \pi)$, then we can define the $\alpha$-th modulus of smoothness of a function $f$ as

$$
\omega_{\alpha}(f, \delta)_{X(\mathrm{~T})}:=\sup _{0<h \leq \delta}\left\|\Delta_{h}^{\alpha} f\right\|_{X(\mathrm{~T})}, \quad \delta \geq 0
$$

Remark 2. The $\alpha$-th modulus of smoothness $\omega_{\alpha}(f, \delta)_{X(\mathrm{~T})}, \alpha \in \mathbb{R}^{+},(\alpha+1)^{-1}<$ $p$, of $f \in \mathbb{X}(\mathbf{T})=X(\mathrm{~T}, A C, p)$ has the following properties:
(i) $\omega_{\alpha}(f, \delta)_{X(\mathrm{~T})}$ is a non-negative and non-decreasing function of $\delta \geq 0$.
(ii) $\omega_{\alpha}^{p}\left(f_{1}+f_{2}, \cdot\right)_{X(\mathbf{T})} \leq \omega_{\alpha}^{p}\left(f_{1}, \cdot\right)_{X(\mathbf{T})}+\omega_{\alpha}^{p}\left(f_{2}, \cdot\right)_{X(\mathbf{T})}$.
(iii) $\lim _{\delta \rightarrow 0^{+}} \omega_{\alpha}(f, \delta)_{X(\mathrm{~T})}=0$.

By means of Remark 1 (ii) and (iv) let

$$
E_{n}(f)_{X(\mathrm{~T})}:=\inf _{P \in \mathcal{P}_{n}}\|f-P\|_{X(\mathrm{~T})}, \quad f \in \mathbb{X}(\mathrm{~T}), n=0,1,2, \ldots
$$

We denote by $X^{\alpha}(T), \alpha \in \mathbb{R}^{+}$, the linear space of functions $f \in \mathbb{X}(T)$ such that $f^{(\alpha)} \in X(\mathrm{~T})$.

We say that a function $g=f^{(\alpha)}, \alpha \in \mathbb{R}^{+}$, is the $\alpha$ th derivative of $f \in X^{\alpha}(\mathrm{T})$ if there is a function $g \in X(\mathrm{~T})$ such that

$$
\lim _{h \rightarrow 0^{+}}\left\|\frac{\Delta_{h}^{\alpha}(f)}{h^{\alpha}}-g\right\|_{X(\mathrm{~T})}=0
$$

The $\alpha$ th Weyl's derivative $\left(\alpha \in \mathbb{R}^{+}\right)$of a polynomial

$$
T_{n}(\theta)=\sum_{v=-n}^{n} \gamma_{v} e^{i v \theta}, \quad n \geq 1, \theta \in[0,2 \pi), \gamma_{v} \in \mathbb{C}
$$

of class $\mathcal{P}_{n}(\mathrm{~T})$ is defined as

$$
T_{n}^{\{\alpha\}}(\theta)=\sum_{v \in \mathbb{Z}_{n}^{*}} \gamma_{v}(i v)^{\alpha} e^{i v \theta}
$$

a.e. on $[0,2 \pi)$, where $\mathbb{Z}_{n}^{*}:=\{ \pm 1, \pm 2, \ldots, \pm n\}$ and $(i v)^{-\alpha}:=|v|^{-\alpha} e^{(-1 / 2) \pi i \alpha s i g n v}$ as principal value.
Remark 3. ([28])Let

$$
T_{n}(\theta)=\sum_{v=-n}^{n} \gamma_{v} e^{i v \theta},(n \geq 1)
$$

be a polynomial of class $\mathcal{P}_{n}(\mathrm{~T})$. Then for every $\alpha \in \mathbb{R}^{+}$and $\theta \in[0,2 \pi)$ we have

$$
T_{n}^{\{\alpha\}}(\theta)=T_{n}^{(\alpha)}(\theta)
$$

Let us denote by $[x]$ the integer part of a real number $x$ and $\{x\}:=x-[x]$. Let $q_{\mathbb{X}(\mathrm{T})}$ be the Boyd's upper index of $\mathbb{X}(\mathrm{T})$.

For $\alpha, t \in \mathbb{R}^{+}$and $f \in \mathbb{X}(\mathbf{T})$ we define for $n=1,2,3, \ldots$, the realization functional

$$
R_{\alpha}\left(f, 1 / n, X(\mathrm{~T}), X^{\alpha}(\mathrm{T})\right):=\|f-T\|_{X(\mathrm{~T})}+n^{-\alpha}\left\|T^{(\alpha)}\right\|_{X(\mathrm{~T})}
$$

Theorem 1. If $\alpha \in \mathbb{R}^{+}, f \in \mathbb{X}, p^{-1}<\min \{\alpha+1,2-\{\alpha\}\}$ and $q_{\mathbb{X}}<\infty$, then the equivalence

$$
\omega_{\alpha}(f, 1 / n)_{X} \asymp R_{\alpha}\left(f, 1 / n, X(\mathbf{T}), X^{\alpha}(\mathbf{T})\right)
$$

holds.

In particular, the following Jackson type direct theorems of trigonometric approximation hold.

Corollary 1. If $\alpha \in \mathbb{R}^{+}, f \in \mathbb{X}(\mathbf{T}), p^{-1}<\min \{\alpha+1,2-\{\alpha\}\}$ and $q_{\mathbb{X}(\mathbf{T})}<\infty$, then there exists a constant $c>0$ dependent only on $\alpha$ and $\mathbb{X}$ such that for $n=1,2,3, \ldots$

$$
E_{n}(f)_{X(\mathbf{T})} \leq c \omega_{\alpha}\left(f, \frac{1}{n}\right)_{X(\mathbf{T})}
$$

holds.
The following converse estimate of trigonometric approximation holds.
Theorem 2. If $\alpha \in \mathbb{R}^{+}, f \in \mathbb{X}(\mathbf{T}),(\alpha+1)^{-1}<p$ and $q_{\mathbb{X}(\mathbf{T})}<\infty$, then for $n=1,2,3, \ldots$

$$
\begin{equation*}
\omega_{\alpha}\left(f, \frac{\pi}{n}\right)_{X(\mathrm{~T})} \leq \frac{c}{n^{\alpha}}\left(\sum_{\nu=0}^{n}(\nu+1)^{p \alpha-1} E_{\nu}^{p}(f)_{X(\mathrm{~T})}\right)^{1 / p} \tag{5}
\end{equation*}
$$

holds, where the constant $c>0$ depends only on $\alpha$ and $\mathbb{X}$.
Corollary 2. Under the conditions of Theorems 1 and 2 the estimate

$$
E_{n}(f)_{X(\mathrm{~T})}=\mathcal{O}\left(n^{-\sigma}\right), 1>\sigma>0, n=1,2, \ldots
$$

holds if and only if

$$
\omega_{\alpha}(f, \delta)_{X(\mathrm{~T})}=\mathcal{O}\left(\delta^{\sigma}\right)
$$

Theorem 3. Let $f \in \mathbb{X}(\mathbf{T})$ and $q_{\mathbb{X}(\mathbf{T})}<\infty$. If $\beta \in(0, \infty)$, and

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} \nu^{p \beta-1} E_{\nu}^{p}(f)_{X(\mathbf{T})}<\infty \tag{6}
\end{equation*}
$$

then the derivative $f^{(\beta)}$ exists. Further, denoting by $T_{n} \in \mathcal{T}_{n}, n \geq 1$, the best approximating polynomial of $f$ in $\|\cdot\|_{X(\mathrm{~T})}$ metric, we have

$$
\left\|f^{(\beta)}-\mathrm{T}_{n}^{(\beta)}\right\|_{X(\mathrm{~T})} \leq c\left(n^{\beta} E_{n}(f)_{X(\mathrm{~T})}+\left(\sum_{\nu=n+1}^{\infty} \nu^{p \beta-1} E_{\nu}^{p}(f)_{X(\mathrm{~T})}\right)^{1 / p}\right)
$$

where the constant $c>0$ depends only on $\beta$ and $\mathbb{X}$.
As a corollary of Theorems 3 and 2, we have

Corollary 3. Let $f \in \mathbb{X}(\mathrm{~T}), \beta \in(0, \infty), q_{\mathbb{X}(\mathrm{T})}<\infty$ and

$$
\sum_{\nu=1}^{\infty} \nu^{p \alpha-1} E_{\nu}^{p}(f)_{X(\mathbf{T})}<\infty
$$

for some $\alpha>0$. In this case for $n=1,2, \ldots$, there exists a constant $c>0$ dependent only on $\alpha, \beta$ and $\mathbb{X}$ such that

$$
\begin{aligned}
\omega_{\beta}\left(f^{(\alpha)}, \frac{1}{n}\right)_{X(\mathrm{~T})} & \leq c\left\{\frac{1}{n^{\beta}}\left(\sum_{\nu=0}^{n}(\nu+1)^{p(\alpha+\beta)-1} E_{\nu}^{p}(f)_{X(\mathrm{~T})}\right)^{1 / p}+\right. \\
+ & \left.\left(\sum_{\nu=n+1}^{\infty} \nu^{p \alpha-1} E_{\nu}^{p}(f)_{X(\mathrm{~T})}\right)^{1 / p}\right\}
\end{aligned}
$$

holds.

## 3. Auxiliary results

The following lemma was proved in [28] (as Lemma 2.4 and Lemma 2.5). The Extrapolation Theorem 2.3 in [28] does not hold in that format. So we will give here its complete proof without using extrapolation.

Lemma 1. Let $X$ be a RIQBFS which is p-convex for some $p \in(0,1], T_{n} \in$ $\mathcal{T}_{n}, n \geq 1, \alpha \in \mathbb{R}^{+}, q_{\mathbb{X}}<\infty$ and $0<h \leq \frac{\pi}{n}$. Then there exist constants $c, C>0$ such that

$$
\begin{gather*}
\left\|T_{n}^{(\alpha)}\right\|_{X} \leq c\left(\frac{n}{2 \sin (n h / 2)}\right)^{\alpha}\left\|\Delta_{h}^{\alpha} T_{n}\right\|_{X}  \tag{7}\\
\left\|\Delta_{h}^{\alpha} T_{n}\right\|_{X} \leq C h^{\alpha}\left\|T_{n}^{(\alpha)}\right\|_{X} \tag{8}
\end{gather*}
$$

hold when $X$ is RIBFS and

$$
\begin{gather*}
\left\|T_{n}^{(\alpha)}\right\|_{X} \leq c n^{\alpha}\left\|\Delta_{(\pi / n)}^{\alpha} T_{n}\right\|_{X}  \tag{9}\\
\left\|\Delta_{h}^{\alpha} T_{n}\right\|_{X} \leq C h^{\alpha}\left\|T_{n}^{(\alpha)}\right\|_{X} \tag{10}
\end{gather*}
$$

hold when $X$ is RIQBFS.
Proof. When $X$ is RIBFS, the inequalities (7) and (8) were proved in [36] (cf. 1.1 Theorem). When $X$ is RIQBFS, we will use the method of Kolomoitsev
[37]. The proof method of Theorem 1 of [37] suits well this case. Let $v \in$ $C^{\infty}(\mathbb{R}), v(x)=1$ for $|x| \leq \pi$ and $v(x)=0$ for $|x| \geq(3 \pi / 2)$. We set

$$
K_{\delta}(x)=\sum_{k} \frac{(i k)^{\beta}}{\left(2 i \sin \frac{k \delta}{2}\right)^{\beta}} v(\delta k) e^{i k x}
$$

with $\frac{0}{0}=1$. Since the convolution equality

$$
T_{n}^{(\beta)}(x)=\left(K_{\delta} * \Delta_{\delta}^{\beta} T_{n}\right)\left(x-\frac{\delta \beta}{2}\right)
$$

holds, using (3) we get

$$
\left\|T_{n}^{(\beta)}\right\|_{X} \leq \delta^{1-\frac{1}{p}}\left\|K_{\delta}\right\|_{p}\left\|\Delta_{\delta}^{\beta} T_{n}\right\|_{X}
$$

Lemma 1 of [37] gives

$$
\delta^{1-\frac{1}{p}}\left\|K_{\delta}\right\|_{p} \leq C \delta^{-\beta}
$$

and hence we have

$$
\left\|T_{n}^{(\alpha)}\right\|_{X} \leq c \delta^{-\beta}\left\|\Delta_{\delta}^{\beta} T_{n}\right\|_{X}
$$

Now taking $\delta=\frac{\pi}{n}$ we have (9). For the inequality (10) we set

$$
\widetilde{K_{h}}(x)=\sum_{k} \frac{\left(2 i \sin \frac{k h}{2}\right)^{\beta}}{(i k)^{\beta}} v(h k) e^{i k x}
$$

Then

$$
\Delta_{h}^{\beta} T_{n}(x)=\left(\widetilde{K_{h}} * T_{n}^{\beta}\right)\left(x+\frac{h \beta}{2}\right) .
$$

The same method now gives (10).

## 4. Proofs of the results in Section 2

Proof. [of Theorem 1] Let $t \in(0,2 \pi)$. Then there exists $n \in \mathbb{Z}^{+}$such that $\pi / n<t \leq 2 \pi / n$. Let $t_{n}^{*}$ be the best approximating polynomial to $f \in \mathbb{X}(\mathrm{~T})$. Using Corollary 1 of [28] we get

$$
\begin{align*}
& \left\|f-t_{n}^{*}\right\|_{X(\mathbf{T})}=E_{n}(f)_{X(\mathbf{T})}=E_{n}\left(f\left(e^{i \theta}\right)\right)_{X([0,2 \pi))} \\
& \quad \leq c \omega_{\alpha}\left(f\left(e^{i \theta}\right), \frac{\pi}{n}\right)_{X([0,2 \pi))} \leq c \omega_{\alpha}\left(f, \frac{\pi}{n}\right)_{X(\mathbf{T})} \tag{11}
\end{align*}
$$

From (11) we have

$$
\begin{gathered}
\left\|t_{n}^{*(\alpha)}\right\|_{X(\mathrm{~T})} \leq c n^{\alpha}\left\|\Delta_{\pi / n}^{\alpha} t_{n}^{*}\right\|_{X(\mathrm{~T})} \leq \\
\leq c(\pi / t)^{\alpha}\left\{c\left\|f-t_{n}^{*}\right\|_{X(\mathrm{~T})}+\left\|\Delta_{\pi / n}^{\alpha} f\right\|_{X(\mathrm{~T})}\right\} \leq c t^{-\alpha} \omega_{\alpha}\left(f, \frac{\pi}{n}\right)_{X(\mathrm{~T})},
\end{gathered}
$$

and therefore

$$
K_{\alpha}\left(f, t, X(\mathbf{T}), X^{\alpha}(\mathbf{T})\right) \leq\left\|f-t_{n}^{*}\right\|_{X(\mathbf{T})}+t^{\alpha}\left\|t_{n}^{*(\alpha)}\right\|_{X(\mathbf{T})} \leq c \omega_{\alpha}(f, t)_{X(\mathbf{T})}
$$

The opposite direction of the last inequality is easy to obtain.
Proof. [of Theorem 2] Let $T_{n} \in \mathcal{P}_{n}(\mathrm{~T})$ be the best approximating polynomial of $f$ and let $m \in \mathbb{Z}^{+}$. If we set

$$
\begin{equation*}
U_{0}=T_{1}-T_{0}, U_{v}=T_{2^{v}}-T_{2^{v-1}}, v \geq 1, \tag{12}
\end{equation*}
$$

then

$$
T_{2^{m}}=T_{0}+\sum_{\nu=0}^{m} U_{v} .
$$

In this case

$$
\begin{gathered}
\omega_{\alpha}^{p}(f, \pi / n)_{X(\mathrm{~T})} \leq \omega_{\alpha}^{p}\left(f-T_{2^{m}}, \pi / n\right)_{X(\mathrm{~T})}+\omega_{\alpha}^{p}\left(T_{2^{m}}, \pi / n\right)_{X(\mathbf{T})}, \\
\omega_{\alpha}^{p}\left(f-T_{2^{m}}, \pi / n\right)_{X(\mathbf{T})} \leq c E_{2^{m}}^{p}(f)_{X(\mathbf{T})}
\end{gathered}
$$

and

$$
\begin{gathered}
\omega_{\alpha}^{p}\left(T_{2^{m}}, \pi / n\right)_{X(\mathrm{~T})} \leq \omega_{\alpha}^{p}\left(U_{0}, \pi / n\right)_{X(\mathrm{~T})}+\sum_{\nu=1}^{m} \omega_{\alpha}^{p}\left(U_{v}, \pi / n\right)_{X(\mathrm{~T})} \\
\leq c\left(\frac{\pi}{n}\right)^{p \alpha}\left(\left\|U_{0}\right\|_{X(\mathrm{~T})}^{p}+\sum_{\nu=1}^{m} 2^{v p \alpha}\left\|U_{v}\right\|_{X(\mathrm{~T})}^{p}\right) .
\end{gathered}
$$

On the other hand

$$
\left\|U_{0}\right\|_{X(\mathrm{~T})}^{p} \leq c E_{0}^{p}(f)_{X(\mathrm{~T})}
$$

and

$$
\left\|U_{v}\right\|_{X(\mathrm{~T})}^{p} \leq 2 E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})} .
$$

Since

$$
2^{v p \alpha} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})} \leq c \sum_{\mu=2^{v-2}+1}^{2^{v-1}} \mu^{p \alpha-1} E_{\mu}^{p}(f)_{X(\mathrm{~T})}, \quad \nu=2,3, \ldots
$$

we get

$$
\omega_{\alpha}^{p}\left(T_{2^{m}}, \pi / n\right)_{X(\mathrm{~T})} \leq c\left(\frac{\pi}{n}\right)^{p \alpha}\left\{E_{0}^{p}(f)_{X(\mathrm{~T})}+\sum_{v=1}^{m} 2^{v p \alpha} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})}\right\} .
$$

If we choose $m$ so that $2^{m-1} \leq n<2^{m}$, then

$$
\omega_{\alpha}^{p}\left(T_{2^{m}}, \pi / n\right)_{X(\mathrm{~T})} \leq \frac{c}{n^{p \alpha}} \sum_{v=0}^{n}(\nu+1)^{p \alpha-1} E_{v}^{p}(f)_{X(\mathrm{~T})}
$$

and

$$
E_{2^{m}}^{p}(f)_{X(\mathrm{~T})} \leq E_{2^{m-1}}^{p}(f)_{X(\mathrm{~T})} \leq \frac{c}{n^{\alpha p}} \sum_{v=0}^{n}(\nu+1)^{p \alpha-1} E_{v}^{p}(f)_{X(\mathrm{~T})} .
$$

These inequalities yield the result.
Proof. [of Theorem 3] By Levi's theorem and (12)

$$
\begin{aligned}
\| T_{0}(\cdot) & +\sum_{v=0}^{\infty} U_{v}(\cdot)\left\|_{X(\mathrm{~T})}^{p}=\lim _{r \rightarrow \infty}\right\| T_{0}(\cdot)+\sum_{v=0}^{r} U_{v}(\cdot) \|_{X(\mathrm{~T})}^{p} \\
& \leq c\left\|T_{0}(\cdot)\right\|_{X(\mathrm{~T})}^{p}+c \lim _{r \rightarrow \infty} \sum_{v=0}^{r}\left\|U_{v}(\cdot)\right\|_{X(\mathrm{~T})}^{p} \\
& \leq c E_{0}^{p}(f)_{X(\mathrm{~T})}+c \sum_{v=1}^{\infty} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})}<\infty
\end{aligned}
$$

From (6) it follows that the last series converges and therefore

$$
f(w)=\lim _{r \rightarrow \infty} T_{2^{r}}(w)=T_{0}(w)+\sum_{v=0}^{\infty} U_{v}(w) \text { a.e. }
$$

Analogously, using Levi's Theorem

$$
\begin{aligned}
& \left\|\sum_{v=0}^{\infty} U_{v}^{(\beta)}\right\|_{X}^{p} \leq c \sum_{v=0}^{\infty}\left\|U_{v}^{(\beta)}\right\|_{X}^{p} \leq c \sum_{v=0}^{\infty} 2^{v p \beta}\left\|U_{v}\right\|_{X}^{p} \\
& \leq c\left(E_{0}^{p}(f)_{X(\mathrm{~T})}+\sum_{v=1}^{\infty} 2^{v p \beta} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})}\right)<\infty
\end{aligned}
$$

and the series

$$
\sum_{v=0}^{\infty} U_{v}^{(\beta)}(\cdot)
$$

converges a.e., its sum $g$ is of class $X$. Now let's prove that $g=f^{(\beta)}$ a.e.
For $0 \neq h \in \mathbb{R}$ we have

$$
\begin{aligned}
& \left\|\frac{\Delta_{h}^{\beta} f}{h^{\beta}}-g\right\|_{X(\mathbf{T})}^{p} \leq c\left\|\frac{1}{h^{\beta}} \sum_{k=0}^{N}(-1)^{k}\binom{\beta}{k} f\left(w e^{i k h}\right)-g(w)\right\|_{X(\mathrm{~T})}^{p} \\
& \quad+c\left\|\frac{1}{h^{\beta}} \sum_{k=N+1}^{\infty}(-1)^{k}\binom{\beta}{k} f\left(w e^{i k h}\right)\right\|_{X(\mathrm{~T})}^{p}:=c\left(I_{1}+I_{2}\right)
\end{aligned}
$$

In this case

$$
I_{2} \leq \frac{1}{|h|^{\beta p}} \sum_{k=N+1}^{\infty}\left|\binom{\beta}{k}\right|^{p}\|f\|_{X(\mathrm{~T})}^{p}
$$

and hence

$$
\lim _{N \rightarrow \infty} I_{2}=0
$$

Now by Levi's theorem

$$
\begin{gathered}
I_{1}=\left\|\frac{1}{h^{\beta}} \sum_{v=0}^{\infty} \sum_{k=0}^{N}(-1)^{k}\binom{\beta}{k} U_{v}\left(w e^{i k h}\right)-g(w)\right\|_{X(\mathrm{~T})}^{p} \\
\leq c \sum_{v=0}^{\infty}\left\|\frac{1}{h^{\beta}} \sum_{k=0}^{N}(-1)^{k}\binom{\beta}{k} U_{v}\left(w e^{i k h}\right)-U_{v}^{(\beta)}(w)\right\|_{X(\mathrm{~T})}^{p}=: Y_{N} .
\end{gathered}
$$

The last series converges uniformly in $N \geq 1$, because its $v$ th term doesn't exceed
$\frac{1}{|h|^{\beta p}} \sum_{k=0}^{\infty}\left|\binom{\beta}{k}\right|^{p}\left(\left\|U_{v}\right\|_{X(\mathrm{~T})}^{p}+\left\|U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}\right) \leq c\left(\frac{1}{|h|^{\beta p}}+1\right) 2^{v p \beta} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})}$.
From Lebesgue Dominated convergence theorem we have

$$
\lim _{N \rightarrow \infty} Y_{N}=\sum_{v=0}^{\infty}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}-U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}
$$

and then

$$
\begin{aligned}
& \left\|\frac{\Delta_{h}^{\beta} f}{h^{\beta}}-g\right\|_{X(\mathrm{~T})}^{p} \leq c \sum_{v=0}^{\infty}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}-U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p} \\
& \leq c \sum_{v=0}^{s}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}-U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}+c \sum_{v=s+1}^{\infty}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}\right\|_{X(\mathrm{~T})}^{p}+c \sum_{v=s+1}^{\infty}\left\|U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}
\end{aligned}
$$

$$
\leq c \sum_{v=0}^{s}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}-U_{v}^{(\beta)}\right\|_{X(\mathbf{T})}^{p}+c \sum_{v=s+1}^{\infty} 2^{v p \beta} E_{2^{v-1}}^{p}(f)_{X(\mathbf{T})}
$$

For given positive $\varepsilon$, the last term is less than $\varepsilon$ for sufficiently large $s$. By Remark 3 we get

$$
\lim _{h \rightarrow 0^{+}}\left\|\frac{\Delta_{h}^{\beta} U_{v}}{h^{\beta}}-U_{v}^{(\beta)}\right\|_{X(\mathbf{T})}^{p}=0
$$

and therefore

$$
\lim _{h \rightarrow 0^{+}}\left\|\frac{\Delta_{h}^{\beta} f}{h^{\beta}}-g\right\|_{X(\mathrm{~T})}^{p}<\varepsilon
$$

This implies that $g=f^{(\beta)}$ a.e.
Let $m \in \mathbb{Z}^{+}$be such that $2^{m-1} \leq n<2^{m}$. Then we have

$$
\begin{aligned}
&\left\|T_{n}^{(\beta)}-f^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}=\left\|T_{n}^{(\beta)}-\sum_{v=0}^{\infty} U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p} \\
& \leq c\left\|T_{n}^{(\beta)}-T_{2^{m}}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p}+c \sum_{v=m+1}^{\infty}\left\|U_{v}^{(\beta)}\right\|_{X(\mathrm{~T})}^{p} \\
& \leq c\left(2^{m p \beta} E_{n}^{p}(f)_{X(\mathrm{~T})}+\sum_{v=m+1}^{\infty} 2^{v p \beta} E_{2^{v-1}}^{p}(f)_{X(\mathrm{~T})}\right) \\
& \leq c\left(n^{\beta p} E_{n}^{p}(f)_{X(\mathrm{~T})}+\sum_{\mu=n+1}^{\infty} \mu^{p \beta-1} E_{\mu}^{p}(f)_{X(\mathrm{~T})}\right)
\end{aligned}
$$

and the result is proved.

## 5. Approximation on Dini-smooth domains

Let $\Gamma$ be a closed rectifiable Jordan curve and let $G:=i n t \Gamma, G^{-}:=e x t \Gamma$, $\mathbb{D}:=\{w \in \mathbb{C}:|w|<1\}, \mathrm{T}:=\partial \mathbb{D}, \mathbb{D}^{-}:=\operatorname{ext} \mathrm{T}$. Without loss of generality we may assume $0 \in G$.

Let $w=\varphi(z)$ and $w=\varphi_{1}(z)$ be the conformal mapping of $G^{-}$and $G$ onto $\mathbb{D}^{-}$normalized by the conditions

$$
\varphi(\infty)=\infty, \quad \lim _{z \rightarrow \infty} \varphi(z) / z>0
$$

and

$$
\varphi_{1}(0)=\infty, \quad \lim _{z \rightarrow 0} z \varphi_{1}(z)>0,
$$

respectively. We denote by $\psi$ and $\psi_{1}$ the inverse mappings of $\varphi$ and $\varphi_{1}$, respectively. A smooth Jordan curve $\Gamma$ will be called Dini-smooth if the function $\theta(s)$, the angle between the tangent line and the positive real axis expressed as a function of arclength $s$, has modulus of continuity $\Omega(\theta, s)$ satisfying the Dini condition

$$
\int_{0}^{\delta} \frac{\Omega(\theta, s)}{s} d s<\infty, \quad \delta>0 .
$$

If $\Gamma$ is Dini-smooth, then [38]

$$
\begin{equation*}
0<c<\left|\psi^{\prime}(w)\right|<C<\infty, \quad|w| \geq 1 \tag{13}
\end{equation*}
$$

with some constants $c, C$. Similar inequalities hold also for $\psi_{1}^{\prime}$ and $\varphi_{1}^{\prime}$, in case of $|w|=1$ and $z \in \Gamma$, respectively.

Let $\mathbb{X}(\Gamma):=\mathbb{X}(\Gamma, A C, p), 1 \leq p$, be the collection of all measurable functions $f: \Gamma \rightarrow \mathbb{C}$ such that $f \circ \psi$ and $f \circ \psi_{1}$ belong to the RIBFS $\mathbb{X}(\mathrm{T}, A C, p)$ defined in Section 2.

For each $f \in \mathbb{X}(\Gamma)$ we define

$$
\|f\|_{X(\Gamma)}:=\|f \circ \psi\|_{X(\mathrm{~T})}, \quad f \in \mathbb{X}(\Gamma)
$$

For definitions and fundamental properties of general rearrangement invariant spaces we refer to [29].

Let $f \in L^{1}(\Gamma)$. Then, the functions $f^{+}$and $f^{-}$defined by

$$
\begin{aligned}
& f^{+}(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z} d \varsigma, \quad z \in G, \\
& f^{-}(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z} d \varsigma, \quad z \in G^{-},
\end{aligned}
$$

are analytic in $G$ and $G^{-}$, respectively, and $f^{-}(\infty)=0$.
Let $\Gamma$ be a Dini-smooth curve and let $f_{0}:=f \circ \psi, f_{1}:=f \circ \psi_{1}$ for $f \in$ $\mathbb{X}(\Gamma, A C, p)$. Then from (13) we have $f_{0} \in \mathbb{X}(\mathrm{~T}, A C, p)$ and $f_{1} \in \mathbb{X}(\mathrm{~T}, A C, p)$ for $f \in \mathbb{X}(\Gamma, A C, p)$. Using the nontangential boundary values of $f_{0}^{+}$and $f_{1}^{+}$on T we define

$$
\omega_{\Gamma, X}^{r}(f, \delta):=\omega_{r}\left(f_{0}^{+}, \delta\right)_{X(\mathbf{T})}
$$

$$
\tilde{\omega}_{\Gamma, X}^{r}(f, \delta):=\omega_{r}\left(f_{1}^{+}, \delta\right)_{X(\mathrm{~T})}
$$

for $r>0$ and $\delta>0$.
We define the following rearrangement invariant Smirnov function classes: $E_{X}(G)$ will denote the class of functions $f \in E^{1}(G)$ such that the boundary values of $f$ belong to $\mathbb{X}(\Gamma, A C, p)$. Similarly, $E_{X}\left(G^{-}\right)$will denote the class of functions $f \in E^{1}\left(G^{-}\right)$such that the boundary values of $f$ belong to $\mathbb{X}(\Gamma, A C, p)$. Also, $\widetilde{E}_{X}\left(G^{-}\right)$will denote the class of functions $f \in E_{X}\left(G^{-}\right)$such that $f^{-}(\infty)=0$.

Since the Luxemburg norm of Orlicz space is a R.I. function norm, every Orlicz space is a R.I. space and therefore every Smirnov-Orlicz space is a R.I. Smirnov space.

We set

$$
\mathcal{E}_{n}(f, G)_{X(\Gamma)}:=\inf _{P \in \mathcal{P}_{n}}\|f-P\|_{X(\Gamma)} \quad \text { and } \quad \tilde{\mathcal{E}}_{n}\left(g, G^{-}\right)_{X(\Gamma)}:=\inf _{R \in \mathcal{R}_{n}}\|g-R\|_{X(\Gamma)}
$$

where $f \in E_{X}(G), g \in E_{X}\left(G^{-}\right), \mathcal{P}_{n}$ is the set of algebraic polynomials of degree not greater than $n$ and $\mathcal{R}_{n}$ is the set of rational functions of the form

$$
\sum_{k=0}^{n} \frac{a_{k}}{z^{k}}
$$

Let $a_{k}$ and $\tilde{a}_{k}$ be the Faber-Laurent coefficients [39] for the function $f \in L^{1}(\Gamma)$ and the rational function

$$
R_{n}(z, f):=\sum_{k=0}^{n} a_{k} \Phi_{k}(z)+\sum_{k=1}^{n} \tilde{a}_{k} F_{k}(1 / z):=P_{n}(\cdot, f)+\sum_{k=1}^{n} \tilde{a}_{k} F_{k}(1 / z)
$$

be the Faber-Laurent rational function [39] corresponding to $f \in L^{1}(\Gamma)$, where $\Phi_{k}$ and $F_{k}(1 / z)$ are Faber polynomials for continuums $\bar{G}$ and $\overline{G^{-}}$.

The main results of this section is the following
Theorem 4. Let $\Gamma$ be a Dini-smooth curve, $f \in \mathbb{X}(\Gamma)$ and $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices. Then there is a constant $c>0$ such that for any natural $n$

$$
\left\|f-R_{n}(\cdot, f)\right\|_{X(\Gamma)} \leq c\left\{\omega_{\Gamma, X}^{r}(f, 1 / n)+\tilde{\omega}_{\Gamma, X}^{r}(f, 1 / n)\right\}
$$

where $r>0$.
Corollary 4. Let $\Gamma$ be a Dini-smooth curve and $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices. If $f \in E_{X}(G)$, then there is a constant $c>0$ such that for every natural $n$

$$
\left\|f-P_{n}(\cdot, f)\right\|_{X(\Gamma)} \leq c \omega_{\Gamma, X}^{r}(f, 1 / n), \quad r>0
$$

Corollary 5. Let $\Gamma$ be a Dini-smooth curve and $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices. If $f \in \tilde{E}_{X}\left(G^{-}\right)$, then there is a constant $c>0$ such that for every natural $n$

$$
\left\|f-R_{n}(\cdot, f)\right\|_{X(\Gamma)} \leq c \omega_{\Gamma, X}^{r}(f, 1 / n), \quad r>0
$$

The following inverse theorem holds.
Theorem 5. Let $\Gamma$ be a Dini-smooth curve, $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices and $X(\mathrm{~T})$ be a reflexive R.I. space. Then for $f \in E_{X}(G)$

$$
\omega_{\Gamma, X}^{r}(f, 1 / n) \leq \frac{c}{n^{r}}\left\{\sum_{k=0}^{n}(k+1)^{r-1} E_{k}(f, G)_{X(\Gamma)}\right\}, \quad r>0
$$

with a constant $c>0$.
The inverse theorem for unbounded domains has the following form.
Theorem 6. Let $\Gamma$ be a Dini-smooth curve, $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices and $X(\mathrm{~T})$ be a reflexive R.I. space. Then for $f \in \tilde{E}_{X}\left(G^{-}\right)$

$$
\tilde{\omega}_{\Gamma, X}^{r}(f, 1 / n) \leq \frac{c}{n^{r}}\left\{\sum_{k=0}^{n}(k+1)^{r-1} \tilde{\mathcal{E}}_{k}\left(f, G^{-}\right)_{X(\Gamma)}\right\}, \quad r>0,
$$

with a constant $c>0$.

## 6. Proofs of the results in Section 5

We define [39] the operators $T: E_{X}(\mathbb{D}) \rightarrow E_{X}(G, \omega)$ and $\tilde{T}: E_{X}(\mathbb{D}) \rightarrow$ $\tilde{E}_{X}\left(G^{-}\right)$by

$$
\begin{aligned}
& T(g)(z)=\frac{1}{2 \pi i} \int_{T} \frac{g(w) \psi^{\prime}(w)}{\psi(w)-z} d w, \quad z \in G, \quad g \in E_{X}(\mathbb{D}), \\
& \tilde{T}(g)(z)=\frac{1}{2 \pi i} \int_{\mathrm{T}} \frac{g(w) \psi_{1}^{\prime}(w)}{\psi_{1}(w)-z} d w, \quad z \in G^{-}, \quad g \in E_{X}(\mathbb{D}) .
\end{aligned}
$$

Theorem 7. [39] Let $\Gamma$ be a Dini-smooth curve, $\mathbb{X}(\Gamma)$ have nontrivial Boyd indices and $X(\mathrm{~T})$ be a reflexive R.I. space. Then the operators

$$
T: E_{X}(\mathbb{D}) \rightarrow E_{X}(G) \quad \text { and } \quad \tilde{T}: E_{X}(\mathbb{D}) \rightarrow \tilde{E}_{X}\left(G^{-}\right)
$$

are one-to-one and onto.

Proof. [of Theorem 4] Let's prove that

$$
\begin{equation*}
\left\|f^{-}(z)+\sum_{k=1}^{n} \tilde{a}_{k} F_{k}(1 / z)\right\|_{X(\Gamma)} \leq c \tilde{\omega}_{\Gamma, X}^{r}(f, 1 / n) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f^{+}(z)-\sum_{k=0}^{n} a_{k} \Phi_{k}(z)\right\|_{X(\Gamma)} \leq c \omega_{\Gamma, X}^{r}(f, 1 / n) . \tag{15}
\end{equation*}
$$

These will give the result. First we deal with (14) and let $f \in X(\Gamma)$. Since

$$
\begin{equation*}
f(\varsigma)=f_{0}^{+}(\varphi(\varsigma))-f_{0}^{-}(\varphi(\varsigma)) \tag{16}
\end{equation*}
$$

a.e. on $\Gamma$, we have the inequality

$$
\begin{equation*}
f(\varsigma)=f_{1}^{+}\left(\varphi_{1}(\varsigma)\right)-f_{1}^{-}\left(\varphi_{1}(\varsigma)\right) \tag{17}
\end{equation*}
$$

a.e. on $\Gamma$.

Let $z^{\prime} \in G \backslash\{0\}$. Using (17) we have

$$
\begin{gathered}
\sum_{k=1}^{n} \tilde{a}_{k} F_{k}\left(1 / z^{\prime}\right)=\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}\left(z^{\prime}\right)-\frac{1}{2 \pi i} \int_{\Gamma} \frac{\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(\varsigma)}{\varsigma-z^{\prime}} d \varsigma \\
=\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}\left(z^{\prime}\right)-\frac{1}{2 \pi i} \int_{\Gamma} \frac{\left(\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(\varsigma)-f_{1}^{+}\left(\varphi_{1}(\varsigma)\right)\right)}{\varsigma-z^{\prime}} d \varsigma \\
\quad-\frac{1}{2 \pi i} \int_{\Gamma} \frac{f_{1}^{-}\left(\varphi_{1}(\varsigma)\right)}{\varsigma-z^{\prime}} d \varsigma-\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z^{\prime}} d \varsigma=\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}\left(z^{\prime}\right) \\
-\frac{1}{2 \pi i} \int_{\Gamma} \frac{\left(\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(\varsigma)-f_{1}^{+}\left(\varphi_{1}(\varsigma)\right)\right)}{\varsigma-z^{\prime}} d \varsigma-f_{1}^{-}\left(\varphi_{1}\left(z^{\prime}\right)\right)-f^{-}\left(z^{\prime}\right) .
\end{gathered}
$$

Hence, taking the nontangential limit $z^{\prime} \rightarrow z \in \Gamma$, inside of $\Gamma$, we obtain

$$
\begin{gathered}
\sum_{k=1}^{n} \tilde{a}_{k} F_{k}(1 / z)=\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(z)-\frac{1}{2}\left(\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(z)-f_{1}^{+}\left(\varphi_{1}(z)\right)\right) \\
-S_{\Gamma}\left[\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}-\left(f_{1}^{+} \circ \varphi_{1}\right)\right]-f_{1}^{-}\left(\varphi_{1}(z)\right)-f^{+}(z)
\end{gathered}
$$

## a.e. on $\Gamma$.

Using (17), the boundedness [40] of $S_{\Gamma}$ in $\mathbb{X}(\Gamma)$, we get

$$
\begin{aligned}
&\left\|f^{-}(z)+\sum_{k=1}^{n} \tilde{a}_{k} F_{k}\left(1 / z^{\prime}\right)\right\|_{X(\Gamma)}= \| \frac{1}{2}\left(\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(z)-f_{1}^{+}\left(\varphi_{1}(z)\right)\right) \\
&-S_{\Gamma}\left[\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}-\left(f_{1}^{+} \circ \varphi_{1}\right)\right](z) \|_{X(\Gamma)} \\
& \leq c\left\|\sum_{k=1}^{n} \tilde{a}_{k} \varphi_{1}^{k}(z)-f_{1}^{+}\left(\varphi_{1}(z)\right)\right\|_{X(\Gamma)} \leq c\left\|f_{1}^{+}(w)-\sum_{k=1}^{n} \tilde{a}_{k} w^{k}\right\|_{X(\mathrm{~T})} .
\end{aligned}
$$

On the other hand, the Faber-Laurent coefficients $\tilde{a}_{k}$ of the function $f$ and the Taylor coefficients of the function $f_{1}^{+}$at the origin are the same. We conclude that

$$
\left\|f^{-}+\sum_{k=1}^{n} \tilde{a}_{k} F_{k}(1 / z)\right\|_{X(\Gamma)} \leq c \omega_{X}^{r}\left(f_{1}^{+}, 1 / n\right)=c \tilde{\omega}_{\Gamma, X}^{r}(f, 1 / n)
$$

and (14) is proved. The proof of relation (15) goes similarly.
Proof. [of Theorem 5] Let $f \in E_{X}(G)$. Then we have $T\left(f_{0}^{+}\right)=f$. Since by Theorem 7 the operator $T: E_{X}(\mathbb{D}) \rightarrow E_{X}(G)$ is linear, bounded, one-to-one and onto, the operator $T^{-1}: E_{X}(G) \rightarrow E_{X}(\mathbb{D})$ is also linear and bounded. We take a $p_{n}^{*} \in \mathcal{P}_{n}$ as the best approximating algebraic polynomial to $f$ in $E_{X}(G)$, i.e.

$$
\mathcal{E}_{n}(f, G)_{X(\Gamma)}=\left\|f-p_{n}^{*}\right\|_{X(\Gamma)} .
$$

Then $T^{-1}\left(p_{n}^{*}\right) \in \mathcal{P}_{n}(\mathbb{D})$ and therefore

$$
\begin{array}{r}
E_{n}\left(f_{0}^{+}\right)_{X(\mathrm{~T})} \leq\left\|f_{0}^{+}-T^{-1}\left(p_{n}^{*}\right)\right\|_{X(\mathrm{~T})}=\left\|T^{-1}(f)-T^{-1}\left(p_{n}^{*}\right)\right\|_{X(\mathrm{~T})} \\
=\left\|T^{-1}\left(f-p_{n}^{*}\right)\right\|_{X(\mathrm{~T})} \leq\left\|T^{-1}\right\|\left\|f-p_{n}^{*}\right\|_{X(\Gamma)}=\left\|T^{-1}\right\| \mathcal{E}_{n}(f, G)_{X(\Gamma)}, \tag{18}
\end{array}
$$

because the operator $T^{-1}$ is bounded.
On the other hand, we have

$$
\omega_{r}\left(f_{0}^{+}, 1 / n\right)_{X(\mathrm{~T})} \leq \frac{c}{n^{r}}\left\{\sum_{k=0}^{n}(k+1)^{r-1} E_{k}\left(f_{0}^{+}\right)_{X(\mathrm{~T})}\right\}, \quad r>0 .
$$

The last inequality and (18) imply that

$$
\omega_{\Gamma, X}^{r}(f, 1 / n)=\omega_{r}\left(f_{0}^{+}, 1 / n\right)_{X(\mathrm{~T})} \leq \frac{c}{n^{r}}\left\{\sum_{k=0}^{n}(k+1)^{r-1} E_{k}\left(f_{0}^{+}\right)_{X(\mathrm{~T})}\right\}
$$

$$
\leq \frac{c\left\|T^{-1}\right\|}{n^{r}}\left\{\sum_{k=0}^{n}(k+1)^{r-1} \mathcal{E}_{k}(f, G)_{X(\Gamma)}\right\}, \quad r>0
$$

Proof. [of Theorem 6] The proof goes similarly to that of previous one.
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