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Inverse Spectral Problem of Discontinuous
Non-self-adjoint Operator Pencil with Almost
Periodic Potentials
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Abstract. Spectral characteristics for discontinuous non-self-adjoint operator pencil
with almost periodic potentials are investigated. The spectrum of the operator is anal-
ysed, an effective algorithm for solving inverse problems using a part of spectral data is
provided and uniqueness theorem is proved.
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1. Introduction

We deal with the spectral analysis of operator L generated by the differential
expression

l(
d

dx
, λ) = − d2

dx2
+ 2λp(x) + q (x)− λ2ρ (x) (1)

in the space L2(R) under the assumption that the potentials p (x) and q (x) have
the form

p (x) =

∞∑
n=1

pne
iαnx, q (x) =

∞∑
n=1

qne
iαnx, (2)

where λ is a complex parameter,

ρ (x) =

{
1 for x ≥ 0,
−1 for x < 0,

(3)
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and the series
∞∑
n=1

αn |pn| < ∞;
∞∑
n=1

|qn| < ∞ (4)

converges.

Here the set of exponents G = {αn} satisfies the following conditions:

1. α1 < α2 < ..... < αn < ...., αn → ∞
2. If αi, αj ∈ G, then αi + αj ∈ G

The functions (potentials) p(x) and q(x) are called Besicovitch almost periodic
functions. They would be almost periodic if the following condition held:

If for every positive ϵ > 0 there exists a finite sum

n∑
j=1

rje
iαjt ≡ p (t)

and for all t ∈ R, |f(t)− p(t)| < ε, then the function f(t) is almost periodic.

In general, the function f(x) is uniformly almost periodic if for every ϵ >
0 there is a finite linear combination of sine and cosine waves with respect to
uniform norm.

The possibility of applying potentials (3) to investigation of differential equa-
tions with an almost periodic functions which are widely used and, undoubtedly,
further development of the theory will lead to wider applications, can be justified

by Riesz-Fischer theorem: Any trigonometric series
∞∑
n=1

Ane
iΛnx subject to the

single condition that the series
∞∑
n=1

|An|2 is convergent, is the Fourier series of an

almost periodic function. [1,4,13,18]

Today, there are many publications dedicated to the spectral structure of self-
adjoint operators with almost periodic coefficients in both one-dimensional and
multidimensional cases. We note the works [3, 14], where the spectral theory of
one-dimensional operators with limiting periodic potentials is considered. The
operator L is non- self-adjoint except for the trivial case p (x) = q (x) = 0

The case where ρ(x) can change sign, known as indefinite case, was firstly
considered by Belishev [2], who solved inverse problem of reconstruction of ρ(x)
for p (x) = q (x) = 0. As a rule, such problem is connected with discontinuities
in the medium’s physical characteristics.

Note that the case ρ(x) = 1 was considered in [10,14], where spectrum and
resolvent in the space L2(R) have been investigated. It was shown that the spec-
trum of the operator is pure continuous. Moreover, simple spectral singularities
can exist over the continuous spectrum.
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In [16] the inverse problem for that case was solved using the normalizing
numbers.

P. Sarnak in [17] investigated the case p(x) = 0, ρ(x) = 1 and q (x) =
n∑

i=1
qne

iαnx. He proved that the spectrum of L is [0,∞]. The case p(x) = 0

was investigated in [9], and the necessary and sufficient conditions for the nor-
malising numbers to be the set of spectral data of the operator L for that case
have been found in [19].

R.F. Efendiev in [5,6,7,8,9,10] studied spectrum and inverse problem for αn =
n, n ∈ N . Note that the inverse problem for the operator L differs from the case
ρ(x) = 1 because of the presence of a discontinuous coefficient ρ(x), and we do
not solve it, as in [12,15,16], by normalizing numbers. We solve it by reflection
coefficients, which is more natural for discontinuous problems.

In this work, we solve the inverse spectral problem of wave propagation with
discontinuous wave speed in a one-dimensional layered-inhomogeneous medium
in the frequency domain which is described by the Schroedinger equation

−y′′ (x, λ) + [2λp (x) + q (x)]y (x, λ) = λ2ρ (x) y (x, λ) (5)

This work is organized as follows:

In Section 2 we investigate the representation of fundamental solutions. In
Section 3 the properties of the spectrum are studied. It is proved that the contin-
uous spectrum of the operator L consists of axes {Reλ = 0}∪{Imλ = 0} and the
continuous spectrum may have spectral singularities at the points ±αn

2 , ± iαn
2 n ∈

N .

In Section 4 we give a formulation of the inverse problem and provide a
constructive procedure for its solution.

2. Special solutions of equation Ly = 0

Let us denote the solutions to equation (5) by f±
1 (x, λ) and f±

2 (x, λ) which
satisfy the following conditions:

lim
x→∞

f±
1 (x, λ) e∓iλx = 1 for ∓ Imλ > 0,

lim
x→∞

f±
2 (x, λ) e∓λx = 1 for ± Reλ > 0.

The existence of such solutions of equation (5) was considered in [5], where
the following theorem was proved.

Theorem 1. Let p (x) and q (x) have the form (2),(4) and ρ (x) satisfy the con-
dition (3). Then equation (5) has particular solutions of the form
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f±
1 (x, λ) = e±iλx(1 +

∞∑
n=1

V ±
n eiαnx +

∞∑
n=1

1

αn ± 2λ

∞∑
s=n

V ±
nse

iαsx) for x ≥ 0, (6)

f±
2 (x, λ) = e±λx(1 +

∞∑
n=1

V ±
n eiαnx +

∞∑
n=1

1

αn ∓ 2iλ

∞∑
s=n

V ±
nse

iαsx)for x < 0. (7)

Here the numbers V ±
nα and V ±

n are determined from the following relations:

αsV
±
s + αs

s∑
n=1

V ±
ns+

∑
αr+αk=αs
k≥n

(qrV
±
k ± αnpr)V

±
nk + qs = 0 (8)

αs(αs − αn)V
±
ns +

∑
αr+αk=αs
k≥n

(qr ∓ αnpr)V
±
nk = 0 (9)

αsV
±
s ±

∑
αr+αk=αs

prV
±
k ± ps = 0, (10)

where the series

∞∑
n=1

1

αn

∞∑
s=n

αs

∣∣V ±
ns

∣∣, (11)

∞∑
n=1

α2
n

∣∣V ±
n

∣∣ (12)

converge.

We can easily see that at the points λ = ∓αn
2 ,

(
λ = ± iαn

2

)
, n ∈ N , there can be

simple poles of the function f±
1 (x, λ)(f±

2 (x, λ))

Remark 1. If λ ̸= −αn
2 and Imλ > 0, then f+

1 (x, λ) ∈ L2 (0,∞).

Remark 2. If λ ̸= − iαn
2 and Reλ > 0, then f+

2 (x, λ) ∈ L2 (−∞, 0).

Let us denote by

W [f(x), g(x)] = f ′(x)g(x)− f(x)g′(x)

the Wronskian of the functions f(x) and g(x). Then
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W [f+
1 (x, λ) , f−

1 (x, λ)] = 2iλ ̸= 0, for Imλ = 0, λ ̸= 0
W [f+

2 (x, λ) , f−
2 (x, λ)] = −2λ ̸= 0, forReλ = 0, λ ̸= 0

for λ ̸= 0 , λn ̸= ±αn
2 , λn ̸= ∓ iαn

2 .

Therefore, the functions f+
1 (x, λ), f−

1 (x, λ) and f+
2 (x, λ), f−

2 (x, λ) are lin-
early independent for λ ̸= 0 , λn ̸= ±αn

2 , λn ̸= ∓ iαn
2 , Imλ = 0 and Reλ = 0,

respectively.

Obviously, the functions

f±
n1 (x) = lim

λ→∓αn
2

(αn ± 2λ)f±
1 (x, λ) =

∞∑
s=n

V ±
nse

iαxe−iαn
2

x, (13)

f±
n2 (x) = lim

λ→∓iαn
2

(αn ∓ 2iλ)f±
2 (x, λ) =

∞∑
s=n

V ±
nse

iαxe−iαn
2

x (14)

are the solutions of the equation (1) for λ = ∓αn
2 , λ = ∓iαn

2 .

From recurrent relations (8)-(10) and (11)-(12) it follows that f±
n1(x) ̸= 0, f±

n2(x) ̸=
0 for V ±

nn ̸= 0. Then

W [f±
n1(x), f

±
1 (x,∓αn

2
)] = 0

W [f±
n2(x), f

±
1 (x,∓i

αn

2
)] = 0

and consequently

f±
n1(x) = S±

n1f
±
1 (x,∓αn

2 )
f±
n2(x) = S±

n2f
±
2 (x,∓iαn

2 ).
(15)

Comparing these formulas we get

S±
n1 = S±

n2 = V ±
nn.

Then (14) can be rewritten as follows:

V ±
mα+m = V ±

mm(V ∓
α +

α∑
n=1

V ∓
nα

αn + αm
). (16)

The formula (15) will play a crucial role in solving the inverse problem.
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Note that by (12), the linearly independent solutions of (1), according to
λ = ±αn

2 , n ∈ N , can be determined as

f̃±
n1 (x) = lim

λ→∓αn
2

[f±
1 (x, λ) +

V ±
nnf

∓
1 (x,λ)

αn±2λ ] =

= e−iαn
2

x
(
φ±
kn (x) + xφ̃±

kn (x)
)

where φ±
kn (x) and φ̃±

kn (x) are Bohr almost periodic functions. Obviously, f̃±
n1 (x)

and f∓
1 (x, λ) are linearly independent solutions of (1) for λ = ±αn

2 , n ∈ N.
(Linearly independent solutions of (1) corresponding to λ = ±iαn

2 , n ∈ N can be
constructed analogously).

Linearly independent solutions of equation (1) corresponding to λ = 0 are

defined as f±
k (x, λ) and

∂f±
k (x,0)

∂λ .
Hence, any solution of equation (1) for Imλ = 0 may be represented as a

linear combination of the solutions f+
1 (x, λ), f−

1 (x, λ) and for Reλ = 0 as a
linear combination of the functions f+

2 (x, λ) , f−
2 (x, λ) .

Then, in particular, we have

f+
2 (x, λ) = A+ (λ) f+

1 (x, λ) +B+ (λ) f−
1 (x, λ) , for λ > 0

f−
2 (x, λ) = A− (λ) f+

1 (x, λ) +B− (λ) f−
1 (x, λ) , for λ < 0

f+
1 (x, λ) = C+ (λ) f+

2 (x, λ) +D+ (λ) f−
2 (x, λ) , for Imλ > 0,Reλ = 0

f−
1 (x, λ) = C− (λ) f+

2 (x, λ) +D− (λ) f−
2 (x, λ) , for Imλ < 0,Reλ = 0,

(17)

where A± (λ), B± (λ), C± (λ) and D± (λ) are defined as follows:

A± (λ) = − 1
2λW [f±

1 (x, λ) , f−
2 (x, λ)]

B± (λ) = − 1
2λW [f+

2 (x, λ) f±
1 (x, λ)]

C± (λ) = 1
2iλW [f±

2 (x, λ) , f−
1 (x, λ)]

D± (λ) = 1
2iλW [f+

1 (x, λ) , f±
2 (x, λ)].

(18)

Taking into account formulas (17) and (18) we find

C (λ) = B+ (λ) = iD+ (λ) =
W [f+

1 (x,λ),f+
2 (x,λ)]

2iλ for λ ∈ S0

D (λ) = B− (λ) = −iC+ (λ) =
W [f+

1 (x,λ),f−
2 (x,λ)]

2iλ for λ ∈ S1

B (λ) = A− (λ) = iC− (λ) =
W [f−

2 (x,λ),f−
1 (x,λ)]

2iλ for λ ∈ S2

A (λ) = A+ (λ) = iD− (λ) =
W [f+

2 (x,λ),f−
1 (x,λ)]

2iλ for λ ∈ S3,

(19)

where Sk =
{

kπ
2 < arg λ < (k+1)π

2

}
, k = 0, 3.

Thus, we find that eight coefficients A± (λ), B± (λ), C± (λ) and D± (λ) are
actually expressed in terms of four complex-valued functions A (λ), B (λ), C (λ)
and D (λ). Then relation (12) takes the form
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f+
2 (x, λ) = A (λ) f+

1 (x, λ) + C (λ) f−
1 (x, λ)

f−
2 (x, λ) = B (λ) f+

1 (x, λ) +D (λ) f−
1 (x, λ)

f+
1 (x, λ) = iD (λ) f+

2 (x, λ)− iC (λ) f−
2 (x, λ)

f−
1 (x, λ) = −iB (λ) f+

2 (x, λ) + iA (λ) f−
2 (x, λ) .

(20)

3. The spectrum of the operator L

To study the spectrum of the operator L generated by the differential expres-
sion (1), we first, we calculate the kernel of the resolvent of the operator Rλ. Let
us prove the following theorem, from which we obtain the existence of the resol-
vent operator Rλ. We shall denote the resolvent set, spectrum, point spectrum,
residual spectrum and continuous spectrum of L by ρ (L), σ (L), σp (L), σr (L)
and σc (L), respectively.

Theorem 2. The operator L has no pure real and pure imaginary eigenvalues.

Proof. Equation (5) has the fundamental solutions f+
1 (x, λ) , f−

1 (x, λ)(
f+
2 (x, λ) , f−

2 (x, λ)
)
on |Imλ| < ε

2 (|Reλ| < ε
2) and λ ̸= 0, λ ̸= ±αn

2 , λ ̸=
± iαn

2 , n ∈ N.

Then for Imλ = 0, the solution of equation (5) can be written as follows:

y(x, λ) = C1e
iReλx(1 +

∞∑
n=1

V ±
n eiαnx +

∞∑
n=1

1
αn+2λ

∞∑
s=n

V ±
nse

iαsx) +

+ C2e
−iReλx(1 +

∞∑
n=1

V ±
n eiαnx +

∞∑
n=1

1
αn−2λ

∞∑
s=n

V ±
nse

iαsx)

Then y(x, λ) /∈ L2(−∞,∞) except for C1 = C2 = 0, because the principal
parts of the solutions are periodic.

Analogously we can prove the case Reλ = 0. Hence σp (L) = ∅.
The theorem is proved. ◀

Theorem 3. Residual spectrum of the operator L is empty, σr (L) = ∅.

Proof. Let the function g(x) ∈ L2(R) be a solution of L∗ (λ) = 0 for λ ∈ C.
Then g(x) satisfies

−g′′(x, λ) + [2λp (x) + q (x)]g(x, λ) = λ2ρ (x) g(x, λ) (21)

Since (21) is of type (5), (21) cannot have a solution which belongs to L2(R).
That means σp (L

∗) = ∅ or σr (L) = ∅, so σ (L) = σc (L) and L−1 is defined in a
dense set in L2(R) for ∀λ ∈ C.

The theorem proved. ◀
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In order to find L−1 and resolvent set ρ(L), let us investigate solution y(x, λ) ∈
L2(R) of

−y′′(x, λ) + [2λp (x) + q (x)]y(x, λ)− λ2ρ (x) y(x, λ) = f(x), (22)

when f(x) ∈ L2(R).
If we apply the Lagrange method by using solutions of equation (5), then we

find the solution of (22) as

y (x, λ) =

∞∫
−∞

R (x, t, λ)f (t) dt,

where the expression R (x, t, λ) can be obviously written as

R (x, t, λ) =


R11 (x, t, λ) , λ ∈ S0

R12(x, t, λ), λ ∈ S1

R21 (x, t, λ) , λ ∈ S2

R22 (x, t, λ) , λ ∈ S3,

where

R11(x, t, λ) = − 1

2iλC (λ)

{
f+
1 (x, λ)f+

2 (t, λ), t ≤ x
f+
1 (t, λ)f+

2 (x, λ), t > x
λ ∈ S0 (23)

R12(x, t, λ) = − 1

2iλD (λ)

{
f+
1 (x, λ)f−

2 (t, λ), t ≤ x
f+
1 (t, λ)f−

2 (x, λ), t > x
λ ∈ S1 (24)

R13(x, t, λ) =
1

2iλB (λ)

{
f−
1 (x, λ)f−

2 (t, λ), t ≤ x
f−
1 (t, λ)f−

2 (x, λ), t > x
λ ∈ S2 (25)

R14(x, t, λ) =
1

2iλA (λ)

{
f−
1 (x, λ)f+

2 (t, λ), t ≤ x
f−
1 (t, λ)f+

2 (x, λ), t > x
λ ∈ S3, (26)

with Sk =
{

kπ
2 < arg λ < (k+1)π

2

}
, k = 0, 3

By standard method (see [11, p. 302-304] it can be proved that the kernel
R(x, t, λ) of the operator L−1 is bounded for λ /∈ {Reλ = 0}∪{Imλ = 0} (i.e. for
λ ∈ ρ(L)) and unbounded for λ ∈ {Reλ = 0} ∪ {Imλ = 0} (i.e. for λ ∈ σc(L)).
This follows from the following lemma which was proved in [11, p. 302].
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Lemma 1. For every τ > 0 the operators defined by the relations

Af (x) = e−τx
x∫

−∞
eτξf (ξ)dξ,

Bf (x) = eτx
∞∫
x
e−τξf (ξ)dξ,

are bounded in L2(−∞,∞) and

∥A∥ ≤ 1

τ
, ∥B∥ ≤ 1

τ
.

Indeed, it suffices to take into account the following estimates:∣∣f±
1 (x, λ) f±

2 (t, λ)
∣∣ ≤ Ce−τ |x−t|

where C = C(λ), τ = min{Imλ,Reλ}, ∀x, t ∈ R.
On the other hand, points λ = 0, λ = ±αn

2 , λ = ± iαn
2 , n ∈ N can be simple

pole points of L−1. Since L has no eigenvalue, there is no singularity at these
points, too. So {Reλ = 0}∪{Imλ = 0} consists of continuous spectrum of L. Note
that the kernel R(x, t, λ) has simple poles at λ = 0, λ = ±αn

2 , λ = ± iαn
2 , n ∈ N

on the spectrum which are called spectral singularities (in the sense of [11], p.306)
of operator L.

The following theorem is true.

Theorem 4. The continuous spectrum of the operator L consists of axes {Reλ =
0}∪{Imλ = 0} and it may have spectral singularities at the points ±αn

2 , ± iαn
2 n ∈

N .

Theorem 5. The eigenvalues of the operator L are finite and coincide with the
squares of zeros of the functions A (λ) , B (λ) , C (λ) and D (λ) from the sectors
Sk, k = 0, 1, 2, 3 respectively.

Proof. For the solutions f+
1 (0, λ), f+

2 (0, λ) we can obtain the asymptotic
equalities

f
±(j)
1 (0, λ) = ± (iλ)j C1 + o (1) , for |λ| → ∞, j = 0, 1, C1 > 0,

f
±(j)
2 (0, λ) = ± (λ)j C2 + o (1) , for |λ| → ∞, j = 0, 1, C2 > 0.

For simplicity, we prove the first equality. Taking into account (6),(7) we have∣∣∣f±(j)
1 (0, λ)

∣∣∣ ≤ ± (iλ)j (1 +
∞∑
n=1

(iαn)
j |V ±

n |+

+
∞∑
n=1

∞∑
s=n

(iαs)
j|V ±

ns|
|αs+2λ| ≤ ± (iλ)j (C1 +

C2
|Imλ|).
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Therefore, as |λ| → ∞, we obtain{
f
±(j)
1 (0, λ) = ± (iλ)j C1 + o (1) , for |λ| → ∞, j = 0, 1, C1 > 0,

f
±(j)
2 (0, λ) = ± (λ)j C2 + o (1) , for |λ| → ∞, j = 0, 1, C2 > 0.

Then we get for the coefficients A(λ),B(λ),C(λ),D(λ) the following asymptotic
formulas:

A(λ) =
1− i

2
+ o (1) λ ∈ S4

B(λ) =
1 + i

2
+ o (1) λ ∈ S3

C(λ) =
1 + i

2
+ o (1) λ ∈ S1

D(λ) =
1− i

2
+ o (1) λ ∈ S2.

From this it follows that the zeros of the functions A (λ) , B (λ) , C (λ) and
D (λ) from the sectors Sk, k = 0, 1, 2, 3, respectively, are finite.

Note that, by generalizing the results of Theorems 2 and 5, it is easy to
see that the coefficients A (λ) , B (λ) , C (λ) and D (λ) do not have zeros on the
coordinate axes.

Then, dividing both sides of the first and third equality by C(λ) and the
second and fourth by B(λ) we arrive at the solutions to the equation (5):

U+
1 (x, λ) = D(λ)

C(λ)f
+
2 (x, λ)− f−

2 (x, λ) , for Reλ = 0

U−
1 (x, λ) = A(λ)

B(λ)f
−
2 (x, λ)− f+

2 (x, λ) , for Reλ = 0

U+
2 (x, λ) = A(λ)

C(λ)f
+
1 (x, λ) + f−

1 (x, λ) , for Imλ = 0

U−
2 (x, λ) = D(λ)

B(λ)f
−
1 (x, λ) + f+

1 (x, λ) , for Imλ = 0.

The functions U−
1 (x, λ) , U−

2 (x, λ) and U+
1 (x, λ) , U+

2 (x, λ) are called the eigen-
functions of the left and right spectral problems, respectively. ◀

Definition 1. The functions

S+
1 (λ) =

D (λ)

C (λ)
, S+

2 (λ) =
A (λ)

C (λ)
, S−

1 (λ) =
A (λ)

B (λ)
, S−

2 (λ) =
D (λ)

B (λ)

are be called the reflection coefficients for equation (5).
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4. Formulation of the inverse problem

As follows from (23)-(26), the kernel R(x, t, λ) for each x and t admits a
meromorphic continuation from the sectors Sk, k = 0, 3 and may have poles at
the points ±αn

2 , ±iαn
2 , αn ∈ G, outside of Sk, k = 0, 3.

These poles of the resolvent are called quasi-stationary states of the operator
L. By analogy with the self-adjoint case, the functions S±

k (λ) , k = 1, 2 and
spectral singularities of the operator L are called spectral data of the operator L.

Definition 2. The data S±
k (λ) , k = 1, 2 and ±αn

2 , ±iαn
2 , αn ∈ G are called the

spectral data of L.

In our case, we will use a part of spectral data to construct the potentials
p(x), q(x).

4.1. Inverse problem.

Given the spectral data S+
1 (λ) and ±iαn

2 , αn ∈ G, construct the potentials
p(x) and q(x).

Let us first show that all numbers V ±
nn, n ∈ N can be defined by specifying a

part of the spectral data S+
1 (λ) and ±iαn

2 , αn ∈ G.

Indeed, taking into account (14), it is easy to see that

lim
λ→iαn

2

(αn + 2iλ)
D (λ)

C (λ)
= lim

λ→iαn
2

(αn + 2iλ)
W [f+

1 (x, λ), f−
2 (x, λ)]

W [f+
1 (x, λ), f+

2 (x, λ)]
= V −

nn

lim
λ→−iαn

2

(αn − 2iλ)
C (λ)

D (λ)
= lim

λ→−iαn
2

(αn − 2iλ)
W [f+

1 (x, λ), f+
2 (x, λ)]

W [f+
1 (x, λ), f−

2 (x, λ)]
= V +

nn.

Lemma 2. For given numbers V ±
nn, all numbers V ±

α and V ±
nα ,n < α, n ∈ N are

uniquely defined by the relation

V ±
mα+m = V ±

mm(V ∓
α +

α∑
n=1

V ∓
nα

αn + αm
). (27)

Proof.

Let

V ±
m,α+m = S±

mV ∓
α + S±

m

α∑
n=1

V ∓
n,α

αn + αm
.

We are going to show that all numbers V ±
nα, n ∈ N,α > n are uniquely deter-

mined by the given numbers S±
n . For this purpose, we consider the following



Inverse Spectral Problem of the Sturm -Liouville Operator Pencil 167

system of recurrent relations:

V
±
m,α+m = S±

m + S±
m

α∑
n=1

V
∓
n,α

αn + αm
,

V
±
m,α+m = ±iS±

m + S±
m

α∑
n=1

V
∓
n,α

αn + αm
,

where the numbers S±
n uniquely determine the numbers V

∓
n,α and V

∓
n,α. Let

A±
m,α+m =

1

2
[V

±
m,α+m ∓ iV

±
m,α+m] = S±

m ± S±
m

2
[

α∑
n=1

V
−
n,α

αn + αm
− i

α∑
n=1

V
−
n,α

αn + αm
],

B±
m,α+m =

1

2
[V

±
m,α+m ± iV

±
m,α+m] = S±

m ± S±
m

2
[

α∑
n=1

V
−
n,α

αn + αm
+ i

α∑
n=1

V
−
n,α

αn + αm
].

Then all numbers V ±
n,α, n ∈ N, α > n are uniquely determined by the relation

V ±
m,α+m = V ∓

α A±
m,α+m + V ±

α B∓
m,α+m.

Indeed,

V +
n,α = V −

α [
V

+
n,α − iV

+

n,α

2
] + V +

α [
V

+
n,α + iV

+

n,α

2
] =

= V −
α S+

m +
S+
m

2
[

α∑
n=1

V ±
α V

−
n,α

αn + αm
− i

α∑
n=1

V ±
α V

−
n,α

αn + αm
]+

+
S+
m

2
[

α∑
n=1

V ±
α V

−
n,α

αn + αm
+ i

α∑
n=1

V ±
α V

−
n,α

αn + αm
] =

= V −
α S+

m + S+
m

α∑
n=1

V −
α B+

n,α + V +
α A−

n,α

αn + αm
=

= V −
α S+

m + S+
m

α∑
n=1

V −
nα

αn + αm
.

Taking into account the relation

αsV
±
s ±

∑
αr+αk=αs

prV
±
k ± ps = 0,
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we have

∞∑
s=1

αsV
+
s +

∞∑
s=1

∑
αr+αk=αs

V +
k pk ±

∞∑
s=1

ps =

=
∞∑
s=1

αsV
+
s + (

∞∑
s=1

V +
s )(

∞∑
s=1

ps) +
∞∑
s=1

ps = 0,

whence

∞∑
s=1

ps = −

∞∑
s=1

αsV
+
s

1 +
∞∑
s=1

V +
s

.

Then

∞∑
s=1

αsV
−
s − (

∞∑
s=1

V −
s )(

∞∑
s=1

αsV
+
α

1 +
∞∑
s=1

V +
s

)−

∞∑
s=1

αsV
+
α

1 +
∞∑
s=1

V +
s

= 0.

Hence,

(1 +
∞∑
s=1

V +
s )

∞∑
s=1

αsV
−
s − (

∞∑
s=1

V −
s )(

∞∑
s=1

αsV
+
s )−

∞∑
s=1

αsV
+
s = 0,

or

∞∑
s=1

αsV
−
s +

∞∑
s=1

∑
αr+αk=αs

V +
r αkV

−
k −

∞∑
s=1

∑
αr+αk=αs

V −
r αkV

+
k −

∞∑
s=1

αsV
+
s = 0.

We obtain

V −
α − V +

α +

α−1∑
s=1

V +
s V −

α−s = 0,

and using the equality f+ (0, 0) = f− (0, 0) we get

V +
α +

α∑
n=1

V +
n,α

αn
= V −

α +

α∑
n=1

V −
n,α

αn
.

Taking into account

V ±
m,α+m = V ∓

α A±
m,α+m + V ±

α B∓
m,α+m,
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it is easily seen that

V +
α +

α∑
n=1

V +
n,α

αn
= V −

α +
α∑

n=1

V −
n,α

αn
.

Then

α∑
n=1

V +
n,α − V −

n,α

αn
=

α∑
n=1

V −
α A+

m,α+m + V +
α B−

m,α+m − V +
α A−

m,α+m − V −
α B+

m,α+m

αn
=

= V −
α

α∑
n=1

A+
n,α −B+

n,α

αn
+ V +

α

α∑
n=1

B−
n,α −A−

n,α

αn
,

or

V +
α = V −

α

(1−
α∑

n=1

A+
n,α−B+

n,α

αn
)

(1−
α∑

n=1

A−
n,α−B−

n,α

αn
)

= V −
α Ψα.

The relation

V −
α − V +

α +
α−1∑
s=1

V +
s V −

α−s = 0

implies that

V −
α − V −

α Ψα +
α−1∑
s=1

V −
s ΨsV

−
α−s = 0

and all numbers V −
n , n ∈ N are uniquely determined by the numbers Ψn. It means

that all numbers V ±
nα, V

±
n n ∈ N,α > n, can be determined by the normalizing

numbers S±
n .

From recurrent formulas (8)-(10), we find all numbers pn and qn. So inverse
problem has a unique solution and the numbers pn and qn are defined construc-
tively by a part of the spectral data. ◀

Theorem 6. The specification of the spectral data uniquely determines potentials
p(x), q(x).
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