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Nonlinear Parabolic Problems in Anisotropic
Sobolev Spaces

M. El Ansari*, Y. Akdim, S.L. Rhali

Abstract. In this paper, our goal is to establish results on existence of renormalized
solutions for a class of Stefan problems of the form β(u)t − div(a(x,Du) + F (u)) ∋ f ,
posed in an open bounded Ω, where data belongs to L1−data, β is a maximal monotone
graph and div(a(x,Du)) is a Leary-Lions operator with anisotropic growth conditions.
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1. Introduction

We investigate the existence and uniqueness of solutions for the following
nonlinear parabolic probelm:

(P, f, b0)


β(u)t − div(a(x,Du) + F (u)) ∋ f in QT ,
u = 0 on ΣT ,
β(u(0, .)) ∋ b0 in Ω,

where Ω is a domain in the space RN , N ⩾ 1, QT is cylindrical domain QT =
(0, T ) × Ω, a right-hand side f ∈ L1 (QT ) . Furthermore, F : R → RN is locally
Lipschitz continuous and β : R → 2R is a set-valued, maximal monotone mapping
such that 0 ∈ β(0). Moreover, we assume that β0(l) ∈ L1(Ω) for each l ∈ R, where
β0 denotes the minimal selection of the graph of β. Namely β0(l) is the minimal
in the norm element of β(l), β0(l) = inf{|r|/r ∈ R and r ∈ β(l)}.

The Stefan problem is a classical mathematical problem in heat transfer that
deals with the melting or solidification of a material. It is named after the Aus-
trian mathematician Josef Stefan, who first formulated the problem in 1891. It
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is concerned with the temperature distribution in a material that is undergoing
a phase change, such as the melting of an ice cube or the solidification of molten
metal. The problem involves solving a set of partial differential equations that
describe the heat transfer and mass transfer processes that occur during the phase
change.

A large number of papers and researches have then been dedicated to this
model and its extensions. Our problem appears in multiphase Stefan problem
[11] and Hele-shaw problem [10], also in a various phenomena with changes of
phases [16], [14], [9].

Our problem can be viewed as ganeralistion of the following problem with
homogeneous Direchlet boundary conditions: [5]

DPγ (f, u0)


ut − div a(x,Du) = f in QT ,
u = 0 on ST ,
u(0) = u0 in Ω.

In the case where βt = bt, with b a maximal monotone graph on R such that b−1 ∈
C0(R), D. Blanchard and A.Porretta deal in [7] the existence of renormalized
solutions.

b(u)t − div(a(x, u,∇u)) + div(Φ(u)) = f in Ω× (0, T ),

b(u)(t = 0) = b0 in Ω,

u = 0 on ∂Ω× (0, T ).

The concept of these solutions was introduced by R.J. DiPerna and P.L. Lions
[12] for the study of Boltzmann equations. This notion was then extended to the
study of various problems of partial differential equations of parabolic, elliptic-
parabolic and hyperbolic type, for more details see [3],[21].

In this work, we deal with the existence and uniqueness of renormalized so-
lutions of (P, f, b0) under a local Lipschitz condition on a(x, .). We use mainly
truncation techniques and a generalized Minty method in anisotropic Sobolev
spaces. We recall that in the case with variable exponent Sobolev spaces this
problem was treated by Wittbold and al. [23]. Note that other work in this
direction can be found in [15].

In the elliptic case, we showed in [1] that there exists a renormalized solution
to the elliptic problem (E,F )

β(u)− div(a(x,D(u) + F (u)) ∋ f in Ω.

These results will serve to deduce that there exists a mild solution of the abstract
problem correspending to (P, f, b0) in the sense of non linear semigroup theory.
We detail that in next section.
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This article is organized as follows. In Section 2, we recall some basic nota-
tions and properties of anisotropic Sobolev spaces, we make assumptions on the
problem (P, f, b0), and we give the definition of mild solutions of the abstract
Cauchy problem. In Section 3, we present notions of renormalized solutions as-
sociated to our problem. In Section 4, we give the main results in this paper. In
Section 5 and 6, we prove the existence of weak and renormalized solutions.

2. Preliminaries

2.1. Function spaces and basic assumptions

Let Ω be a bounded open subset of RN , (N ≥ 2) and let 1 ≤ p1, ..., pN <
∞ be N real numbers, p+ = max(p1, ..., pN ), p

− = min(p1, ..., pN ) and −→p =
(p1, ..., pN ). The anisotropic spaces (see [22])

W 1,−→p (Ω) = {u ∈W 1,1(Ω) : ∂xiu ∈ Lpi(Ω), i = 1, ..., N}

is a Banach space with respect to norm

∥u∥W 1,−→p (Ω)= ∥u∥L1(Ω)+
N∑
i=1

∥∂xiu∥Lpi (Ω).

The space W 1,−→p
0 (Ω) is the closure of C∞

0 (Ω) with respect to this norm.

The dual space of anisotropic Sobolev space W 1,−→p
0 (Ω) is equivalent to

W−1,
−→
p′ (Ω), where

−→
p′ = (p′1, ..., p

′
N ) and p

′
i =

pi
pi − 1

for all i = 1, ..., , N .

We recall now a Poincaré-type inequality:

Let u ∈W 1,−→p
0 (Ω), then for every q ≥ 1 there exists a constant Cp (depending

on q and pi (see [13]) such that

∥u∥Lq(Ω)≤ Cp∥∂xiu∥Lpi (Ω) for i = 1, ..., N. (1)

Moreover, a Sobolev-type inequality holds. Let us denote by p the harmonic

mean of these numbers, i.e.
1

p
=

1

N

N∑
i=1

1

pi
. Let u ∈ W 1,−→p

0 (Ω). It follows from

[22] that there exists a constant Cs such that

∥u∥Lq(Ω)≤ Cs

N∏
i=1

∥∂xiu∥
1
N

Lpi (Ω), (2)

where q = p∗ = Np
N−p if p < N or q ∈ [1,+∞[ if p ≥ N. On the right-hand side

of (2) it is possible to replace the geometric mean by the arithmetic mean: let
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a1, ..., aN be positive numbers. Then

N∏
i=1

a
1

N
i ≤ 1

N

N∑
i=1

ai,

which implies by (2) that

∥u∥Lq(Ω)≤
Cs
N

N∑
i=1

∥∂xiu∥Lpi (Ω). (3)

Note that when the following inequality holds

p < N (4)

holds, then the inequality (3) implies the continuous embedding of the space

W 1,−→p
0 (Ω) into Lq(Ω) for every q ∈ [1, p∗]. On the other hand, the continuity of the

embeding W 1,−→p
0 (Ω) ↪→ Lp

+
(Ω) with p+ := max{p1, ..., pN} relies on inequality

(1).
It may happen that p∗ < p+ if the exponents pi are closed enough, then

p∞ := max{p∗, p+} turns out to be the critical exponent in the anisotrpic Sobolev
embedding (see [22]).

Proposition 1. If the condition (4) holds, then for q ∈ [1, p∞] there is a contin-

uous embedding W 1,−→p
0 (Ω) ↪→ Lq(Ω). For q < p∞ the embedding is compact.

W 1,−→p
0 (Ω) ↪→↪→ Lq(Ω). (5)

We can introduce the subspace X = W 1,−→p
0 (Ω) as the closure of C∞

0 (Ω) with
respect to the norm ∥.∥W 1,−→p (Ω).

We consider the parabolic anisotropic Sobolev space (see [18])

L
−→p
(0, T ;W 1,−→p

0 (Ω)) = {u : [0, T ] →W 1,−→p
0 (Ω)mesurable/∂iu ∈ Lpi(QT ), i = 1, ..., N}

where QT = Ω× [0, T ].
The norm on this space is defined as follows:

∥u∥X=
N∑
i=1

∥∂iu∥Lpi (QT ).

Now we give our assumptions on the problem (P, f, b0). Let the function
a : Ω× RN → RN satisfies the following conditions:
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(A1): a : Ω× RN → RN is a Carathéodory function.
(A2): Coerciveness: there exists a positive constant λ such that

N∑
i=1

ai(x, ξ) · ξi ≥ λ
N∑
i=1

|ξi|pi

holds for all ξ ∈ RN and almost every x ∈ Ω.
(A3): Growth restriction:

|ai(x, ξ)| ≤ γ(di(x) + |ξpi−1
i |)

for almost every x ∈ Ω, γ is a positive constant for i = 1, ..., N , di is a positive
function in Lp

′
i(Ω) and every ξ ∈ RN .

(A4): Monotonicity in ξ ∈ RN :

(a(x, ξ)− a(x, η)) · (ξ − η) ≥ 0

for almost every x ∈ Ω and every ξ, η ∈ RN .

2.2. Mild solution

We outline some of the main points of the theory of nonlinear semigroups
and evolution equations governed by accretive operators, called ‘mild’ solution
for abstract Cauchy problems of the form

du

dt
+Au ∋ f,

where V is a real Banach space with norm denoted by ∥ · ∥, f : (0, T ) → V and
A : D(A) → 2V is a (multivalued) operator. The use of multivalued nonlin-
ear operators permits to obtain a coherent theory but also it is quite useful in
applications. We refer to [6].

It follows from Theorem 4.1 (see [1]) that for all f ∈ L1(Ω), there exists a
renormalized solution (u, b) to (E, f). For f, f̃ ∈ L1(Ω) let (u, b), and (ũ, b̃) be
renormalized solutions of (E, f), (E, f̃) respectively. Writing |b− b̃| = (b− b̃)+ +
(b̃− b)+ and applying the comparison principle from Lemma 6.6 (see [1]), we find
that

∥b− b̃∥L1(Ω) ≤ ∥f − f̃∥L1(Ω). (6)

In terms of nonlinear operators the preceeding results read as follows: if Aβ is
the nonlinear operator defined in L1(Ω) by

Aβ :=
{
(b, w) ∈ L1(Ω)× L1(Ω) : ∃u : Ω → R measurable, u ∈ W 1,−→p

0 (Ω) ∩
L∞(Ω) b ∈ β(u) a.e in Ω, u is a renormalized solution of −div(a(x,Du)+F (u)) =
w}. Then Aβ is m−accrtive in L1(Ω).

Here, we provide the definition of m−accretive operator A.
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Definition 1. An operator A in V is accretive if

∥x− x̂∥ ≤ ∥x− x̂+ λ(y − ŷ)∥ whenever λ > 0 and (x, y), (x̂, ŷ) ∈ A.

Note that A is accretive if and only if, for λ > 0,∥∥(I + λA)−1z − (I + λA)−1ẑ
∥∥ ≤ ∥z − ẑ∥,

that is, A is accretive if and only if JAλ := (I + λA)−1 (called the resolvent of A)
is a single-valued nonexpansive map for λ > 0. An operator in a Hilbert space is
accretive if it is monotone, that is,

(x− x̂ | y − ŷ) ≥ 0 for all (x, y), (x̂, ŷ) ∈ A.

But apart from accretivity one should expect a range condition to get the
existence of solution as well.

One could ask for R(I + λA) = V for all λ > 0 :
An operator A is said to be m-accretive in V if A is accretive and R(I+λA) =

V for all λ > 0; if and only if there exists one λ > 0 such that R(I + λA) = V .
So, if we take A = Aβ and V = L1(Ω), we have the following corollary:

Corollary 1. Let Aβ be the operator defined as follows: Aβ :={
(b, w) ∈ L1(Ω)× L1(Ω) : ∃u : Ω → R measurable, u ∈ W 1,−→p

0 (Ω) ∩ L∞(Ω) b ∈
β(u) a.e in Ω, u is a renormalized solution of −div(a(x,Du) + F (u)) = w} veri-
fies the following properties:

i) Aβ is m -accretive in L1(Ω),
ii) R (I + λAβ) = L1(Ω), λ > 0,

iii) D (Aβ)
∥·∥L1(Ω) =

{
b ∈ L1(Ω) : b ∈ R(β) a.e in Ω} .

Proof. Aβ is m-accretive in L1(Ω), i.e., the resolvent mapping f ∈ L1(Ω) →
(I + λAβ)

−1 f := JλAβ
(f) is a contraction in the L1 -norm (because of 6) and the

range condition
R (I + λAβ) = L1(Ω) (7)

holds. Indeed, for any f ∈ L1(Ω), λ > 0 there exists (b, w) ∈ Aβ such that

b+ λw = f (8)

almost everywhere in Ω. If (u, b) is the renormalized solution to (E, f), then we
have b ∈ β(u) almost everywhere in Ω and u is the renormalized solution to

−λdiv(a(x,Du) + F (u)) = f − b.

Therefore,
(
b, f−bλ

)
∈ Aβ and (8) holds with w = f−b

λ . For iii) see Proposition

4.1.1 (see [23]). ◀
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Remark 1. By the general theory of nanlinear semigroups (see [4], [6]) we con-
clude that the abstract Cauchy problem corresponding to (P, f, b0)

(ACP ) (f, b0)

{
db

dt
+Aβb ∋ f in (0, T ),

b(0) = b0,

admits a unique mild solution b ∈ C
(
[0, T );L1(Ω)

)
for any initial datum

bo ∈ D (Aβ)
∥·∥L1(Ω) , 0 < ε ≤ 1, N(ε) ∈ N and any right-hand side f ∈

L1
(
0, T ;L1(Ω)

)
≃ L1 (QT ). Roughly speaking, a mild solution is a contimu-

ous abstract function b ∈ C(0, T ];L1(Ω)
)
which is the uniform limit of piecewise

constant functions.

Lemma 1. For f ∈ L1 (QT ) , b0 ∈ D (Aβ)
∥·∥L1(Ω) , 0 < ε ≤ 1, N(ε) ∈ N and

(Dε)



tε0 = 0 < tε1 < . . . < tεN(ε) = T

tεj − tεj−1 = ε, T − tεN(ε) ≤ ε∀j = 1, . . . .., N(ε)

f εj ∈ L∞(Ω), j = 1, . . . . . . , N(ε) :

N(ε)∑
j=1

∫ tεj

tεj−1

∥∥f(t)− f εj
∥∥
L1(Ω)

dt ≤ ε

bε0 ∈ L∞(Ω) : ∥bε0 − b0∥L1(Ω) ≤ ε.

Let
(
bεj , u

ε
j

)N(ε)

j=1
be a solution of the discretized prablem

(DPε,ψ)



bεj ∈ L1(Ω), uεj : Ω → R measurable, Tk

(
uεj

)
∈W 1,−→p

0 (Ω),∀k > 0∫
{n<|uεj |<n+1}

a
(
x,Duεj

)
·Duεj → 0 as n→ ∞∫

Ω

bεj − bεj−1

tεj − tεj−1

h
(
uεj
)
φ+

∫
Ω

(
a
(
x,Duεj

)
+ F

(
uεj
))

·D
(
h
(
uεj
)
φ
)
=

=
∫
Ω f

ε
j h
(
uεj

)
φ

∀φ ∈W 1,−→p
0 (Ω) ∩ L∞(Ω), h ∈ C1

c (R),
bεj ∈ β

(
uεj

)
a.e. inΩ, for all j = 1, . . . . . . , N(ε).

For k > 0, we define the piecewise constant fonctions fε = (0, T ] → L1(Ω), bε :

[0, T ] → L1(Ω), and Tk (uε) : (0, T ] →W 1,−→p
0 (Ω) as follows: fε(t) = f εj , bε(0) = bε0,

bε(t) = bεj, and Tk (uε(t)) = Tk

(
uεj

)
for t ∈

(
tεj , t

ε
j−1

)
and j = 1, . . . , N(ε).

If tεN(ε) < T , fε, bε and uε are extended by setting fε(t) = f
N(ε)
j , Tk (uε(t)) =

Tk

(
uεN(ε)

)
and bε(t) = b

N(ε)
j far all t ∈

(
t
N(ε)
ϵ , T

]
.
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Then the following estimates hold true for all k > 0 and 0 < ε ≤ 1 :

i)There exists a constant C1

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω) , k, T

)
> 0 not depending

an ε > 0 sich that∫ T

0

∫
Ω

N∑
i=1

∣∣∣∣∂uε∂xi

∣∣∣∣pi dxdt ≤ C1

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω) , k

)
. (9)

ii) There exists a canstant C2

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω) , k, T

)
> 0 not depending

on ε > 0, such that

∥Tk (uε)∥L−→p
(
0,T,W 1,−→p

0 (Ω)
) ≤ C2

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω) , k

)
. (10)

iii) There exists a constant C3

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω)

)
> 0 not depending

on ε > 0, such that

N∑
i=1

∫ T

0

∫
Ω
|ai (x,DTk (uε))|p

′
i dxdt ≤ C3

(
λ, ∥f∥L1(QT ), ∥b0∥L1(Ω)

)
. (11)

Proof. For j ∈ {1, . . . ., N(ε)}, we take Tk

(
uεj

)
hl

(
uεj

)
, k, l > 0 as a test

function in (DPε) to obtain I1 + I2 + I3 = I4, where

I1 =

∫
Ω

bεj − bεj−1

tεj − tεj−1

hl
(
uεj
)
Tk
(
uεj
)
, I2 =

∫
Ω
a
(
x,Duεj

)
·D
(
hl
(
uεj
)
Tk
(
uεj
))
,

I3 =

∫
Ω
F
(
uεj
)
·D
(
hl
(
uεj
)
Tk
(
uεj
))
, I4 =

∫
Ω
f εj hl

(
uεj
)
Tk
(
uεj
)
.

By Gauss-Green Theorem, it follows that I3 = 0 for all l > k. Applying (A2) in
I2, we can pass to the limit with l → ∞ and find

∫
Ω

bεj − bεj−1

tεj − tεj−1

Tk
(
uεj
)
+ λ

∫
Ω

N∑
i=1

∣∣∣∣∣∣
∂Tk

(
uεj

)
∂xi

∣∣∣∣∣∣
pi

≤ k

∫
Ω

∣∣f εj ∣∣ . (12)

If we define the convex, l.s.c., proper function ϕTk : R → R ∪ {+∞} by

ϕTk(r) =

{ ∫ r
0 Tk

((
β−1

)0
(σ)
)
dσ, if r ∈ R(β),

+∞ otherwise ,

then Tk

(
uεj

)
⊂ ∂ϕTk

(
bεj

)
for all j = 1, . . . ., N(ε) and

ϕTk
(
bεj
)
− ϕTk

(
bεj−1

)
≤
(
bεj − bεj−1

)
Tk
(
uεj
)

(13)
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holds almost everywhere in Ω. Therefore, from (12) and (13) it follows that∫
Ω

ϕTk

(
bεj

)
− ϕTk

(
bεj−1

)
tεj − tεj−1

+ λ
N∑
i=1

∫
Ω

∣∣∣∣∣∣
∂Tk

(
uεj

)
∂xi

∣∣∣∣∣∣
pi

dx ≤ k

∫
Ω

∣∣f εj ∣∣ . (14)

Integrating (14) over (tj−1, tj ] and taking the sum over j = 1, . . . .., N(ε) yields∫
Ω
ϕTk (bε(T )) dx+λ

∫ T

0

N∑
i=1

∫
Ω

∣∣∣∣∂Tk (uε)∂xi

∣∣∣∣pi dxdt ≤ ∫
Ω
ϕk (bε(0))+k

∫ T

0

∫
Ω
|fε| dxdt.

(15)
According to (Dε) , bε(0) = bε0 converges to b0 and fε converges to f in
L1
(
0, T, L1(Ω)

)
as ε ↓ 0 Therefore, the right-hand side of (15) is bounded by

a constant C1

(
∥f∥L1(QT ), ∥b0∥L1(Ω) , k

)
> 0 that does not depend on ε. Now, i)

and ii) follows from (15) if we neglect the positive term and use (A2).
To prove iii), we use (A3) and the same arguments as above. ◀

2.3. Integration-by-parts-formula

In the next Lemma, we prove an integration-by-parts-formula that will be
crucial in the sequal. The idea of the proof is the same as in [2] and the general-
isations considered in [19].

Lemma 2. Let β ⊂ R × R be a maximal monotone graph, u ∈ V, b ∈ L1 (QT )
be such that b ∈ β(u) almost everywhere in QT , b0 ∈ L1(Ω) with b(0, x) = b0
almost everywhere in Ω and u0 : Ω → R be a measurable function such that
b0 ∈ (u0) almost everywhere in Ω. Furthermore, we assume that there exists

G ∈ L
−→p
(0, T ;W 1,−→p

0 (Ω)) + L1 (QT ) satisfying∫
QT

(b− b0) ξt = ⟨G, ξ⟩ (16)

for all ξ ∈ D([0, T ) × Ω), where < ., . > denotes the duality pairing between

L
−→
p′
(0, T ;W−1,

−→
p′ (Ω)) + L1 (QT ) and L

−→p
(0, T ;W 1,−→p

0 (Ω)) ∩ L∞ (QT ) . Then,∫
QT

ξt

∫ b(t,x)

b0

h
((
β−1

)
(σ)
)
dσ = ⟨G, h(u)ξ⟩ (17)

for all h ∈ C1
c (R) and ξ ∈ D([0, T )× Ω̄).

Proof. The proof of following lemma 2 will be omitted since it is very similar
to that Lemma 4.2.11, p.63-67 in [23]. the a priori estimates in Lemma 1 naturally
lead to an appropriate notion of a renormalized solution to (P, f, b0). ◀
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3. Notions of solutions

Definition 2. For f ∈ L1 (QT ) , b0 ∈ L1(Ω) a weak solution to (P, f, b0) is

a pair of function (u, b) ∈ L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
× L1 (QT ) satisfying F (u) ∈(

Lp
′
i (QT )

)N
, b ∈ β(u) almost everywhere in QT , b(0, x) = b0 almost everywhere

in Ω such that

−
∫
QT

(b− b0) ξt +

∫
QT

(a(x,Du) + F (u)) ·D(ξ)dxdt =

∫
QT

fξdxdt (18)

holds for all ξ ∈ D([0, T )× Ω).

Definition 3. For f ∈ L1 (QT ) , b0 ∈ L1(Ω), a renormalized solution of (P, f, b0)
is a pair of functions (u, b) satisfying the following conditions:

(P1) u : QT → R is measurable, b ∈ L1 (QT ) , u(t, x) ∈ D(β(t, x)) and
b(t, x) ∈ β(u(t, x)) for a.e. (t, x) ∈ QT

(P2) b(0, x) = b0(x) a.e.in Ω,

(P3) For each k > 0, Tk(u) ∈ L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
and DTk(u) ∈

N∏
i=1

Lpi (QT )

(P4)

−
∫
QT

ξt

∫ b(t,x)

b0

ho
(
β−1

)0
(r)drdxdt+

∫
QT

(a(x,Du) + F (u)) ·D(h(u)ξ)dxdt

=

∫
QT

fh(u)ξdxdt

holds for all h ∈ C1
c (R) and all ξ ∈ D([0, T )× Ω).

(P5)

∫
QT∩{k≤|u|≤k+1}

a(x,Du) ·Dudxdt → 0 as k → ∞.

Remark 2. Note that if (u, b) is a renormalized solution to (P, f, b0) such that
u ∈ L∞ (QT ) then (u, b) is a weak solution to (P, f, b0).

Indeed, as an immediate consequence from (P1), and (P3), we get u ∈
L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
. Now we fix ξ ∈ D([0, T ) × Ω) and choose hl(u)ξ as a test

function in (P4). As usual, we apply the Gauss-Green Theorem and the bound-
ary condition on the convection term

∫
QT

h′l(u)ξF (u)· Du and (P5) to estimate∫
QT

h′l(u)ξa(x,Du) · Du. Passing to the limit with l → ∞, we find (18). The

remaining conditions for being a weak solution follow from (P1) and (P2).
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Proposition 2. For f ∈ L1 (QT ) , b0 ∈ L1(Ω) such that there exists a measurable
function u0 : Ω → R with b0 ∈ β (u0) almost everywhere in Ω, let (u, b) be a weak
solution to (P, f, b0) . Then (u, b) is a renormalized solution to (P, f, b0).

Proof. Clearly, (u, b) satisfies (P1), (P2) and (P5). By assumption we have

u ∈ L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
, hence u is finite almost everywhere in QT and it follows

that |{k < |u| < k + 1}| → 0 as k → ∞. In particular, |Du|pi ∈ L1 (QT ) and

therefore (P3) holds. From (10) we get that (b − b0)t ∈ L
−→
p′
(0, T ;W−1,

−→
p′ (Ω)) +

L1 (QT ) + L1 (QT ) . Now, (P4) follows from the integration-by parts- formula in
Lemma 2. ◀

4. Main Results

Theorem 1. Let f ∈ L∞ (QT ), b0 ∈ D (Aβ)
∥·∥L1(Ω) ∩ L∞(Ω). and Aβ being

the operator defined as Aβ :=
{
(b, w) ∈ L1(Ω)× L1(Ω) : ∃u : Ω → R measur-

able, u ∈ W 1,−→p
0 (Ω) ∩ L∞(Ω) b ∈ β(u) a.e in Ω, u is a renormalized solution

of −div(a(x,Du) + F (u)) = w}, there exists a weak solution (u, b) to (P, f, b0) .
In particular, b is the mild solution of (ACP ) (f, b0) .

Theorem 2. For each f ∈ L1 (QT ) and b0 ∈ D (Aβ)
∥·∥L1(Ω) . With Aβ be

the operator defined as Aβ :=
{
(b, w) ∈ L1(Ω)× L1(Ω) : ∃u : Ω → R measur-

able, u ∈ W 1,−→p
0 (Ω) ∩ L∞(Ω) b ∈ β(u) a.e in Ω, u is a renormalized solution

of −div(a(x,Du)+F (u)) = w}, there exists a renormalized solution to (P, f, b0).

To prove Theorem 2, we will use several approximation procedures. First, we
prove existence of weak solutions for L∞ -data in Theorem 1.

5. Proof of Theorem 1

5.1. Auxiliary Problem

Step 1. Approximate problems. In a first step, for bounded data

f ∈ L∞ (QT ) , b0 ∈ D (Aβ)
∥·∥L1(Ω) ∩ L∞(Ω), we prove existence of a weak so-

lution to our elliptic-parabolic problem with an additional strictly monotone and
continuous perturbation ψ : R → R, ψ(0) = 0, i.e.

(P,ψ, f, b0)


β(u)t + ψ(u)− div(a(x,Du) + F (u)) ∋ f in QT ,
u = 0 on ΣT ,
β(u(0, .)) ∋ b0 in Ω.
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To this end, we define the nonlinear operator
Aβ,ψ :=

{
(b, w) ∈ L1(Ω)× L1(Ω) : ∃u : Ω → R measurable, b ∈ β(u) a.e in

Ω, u is a renormalized solution of −div(a(x,Du) + F (u)) + ψ(u) = w}, where
a definition of a renormalized solution to the above problem is obtained from
Definition 3.2 (see [1]) upon setting f = w − ψ(u) − b0. Using the same ar-
guments as in Corollary 1 it follows that Aβ,ψ is m-accretive in L1(Ω) and

D (Aβ,ψ)
∥.∥L1(Ω) = D (Aβ)

∥·∥L1(Ω) , i.e. to each (f, b0) ∈ L1 (QT )×D (Aβ,ψ)
∥·∥L1(Ω)

there exists a unique mild solution b ∈ C
(
[0, T ];L1(Ω)

)
of the abstract Cauchy

problem

(ACP ) (f, ψ, b0)

{
db

dt
+Aβ,ψb ∋ f in (0, T )

b(0) = b0

corresponding to (P,ψ, f, b0). Moreover, for f ∈ L∞ (QT ) , b0 ∈ D (Aβ)
∥.∥L1(Ω) ∩

L∞(Ω), b is the uniform limit of piecewise constant functions bε : (0, T ) → L1(Ω)

define by bε = bεj on ]tεj−1, t
ε
j [, j = 1, . . . . . . , N(ε), bε(0) = bε0 , where

(
uεj , b

ε
j

)N(ε)

j=1

is a solution of the discretized problem (see [2])

(DPε,ψ)



bεj ∈ L1(Ω), uεj ∈W 1,−→p
0 (Ω) ∩ L∞(Ω)∫

{n<|uεj |<n+1}
a
(
x,Duεj

)
·Duεj → 0 as n→ ∞∫

Ω

bεj − bε−1
j

ε
φ+

∫
Ω

(
a
(
x,Duεj

)
+ F

(
uεj
))

·Dφ+

∫
Ω
ψ
(
uεj
)
φ =

∫
Ω
f εj φ

∀φ ∈W 1,−→p
0 (Ω)

bεj ∈ β
(
uεj

)
a.e. in Ω

j = 1, . . . . . . . . . . . . , N(ε)

given by an equidistant time discretisation of the form

(Dε)



tε0 = 0 < tε1 < . . . . < tεN(ε) = T

tεj − tεj−1 = ε, ∀j = 1, . . . . . . , N(ε)

f εj ∈ L∞(Ω), j = 1, . . . . . . . . . , N(ε) :

N(ε)∑
j=1

∫ tεj

ttj−1

∥∥f(t)− f εj
∥∥
L1(Ω)

dt ≤ ε

bε0 ∈ L∞(Ω) : ∥bε0 − b0∥L1(Ω) ≤ ε.

If we define the piecewise constant function uε : (0, T ) →W 1,−→p
0 (Ω) by uε(t) = uεj

for t ∈
(
tεj−1, t

ε
j

]
and j = 1, . . . , N(ε), the following a priori estimates hold:
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Step 2. A priori estimates.

Lemma 3. Let uε be defined as above. Then, the following results hold for all
ε > 0 :

i)There exists a constant C1

(
∥f∥L∞(QT ), ∥b0∥L∞(Ω)

)
> 0 not depending on

ε > 0, such that

∥ψ (uε)∥L∞(QT ) ≤ C1

(
∥f∥L∞(QT ), ∥b0∥L∞(Ω)

)
. (19)

ii) There exists a constant C2

(
∥f∥L∞(QT ), ∥b0∥L∞(Ω) , ψ

)
> 0 not depending

on ε > 0, such that

∥uε∥L∞(QT ) ≤ C2

(
∥f∥L∞(QT ), ∥b0∥L∞(Ω) , ψ

)
. (20)

iii)There exists a constant C3

(
λ, ∥f∥L∞(QT ), ∥b0∥L∞(Ω)

)
> 0 not depending

on ε > 0, such that∫ T

0

∫
Ω

N∑
i=1

∣∣∣∣∂uε∂xi

∣∣∣∣pi dxdt ≤ C3

(
λ, ∥f∥L∞(QT ), ∥b0∥L∞(Ω)

)
. (21)

Proof. For j = 1, . . . ., N(ε) we choose p
(
uεj

)
as a test function in (DPε,ψ),

where p ∈ P0 = {p ∈ C∞(R); 0 ≤ p′ < 1, supp p′ compact, 0 /∈ supp p}. Upon
integrating over (tj−1, tj) and summing over j = 1, . . . .., N(ε) as in [3], we obtain
i) and from i) we deduce ii) since ψ is strictly increasing and continuous.

To prove iii), for j = 1, . . . . . . , N(ε) we plug uεj a test function in (DPε,ψ) to
obtain

I1 + I2 + I3 + I4 = I5,

where I1 =

∫
Ω

bεj − bεj−1

ε
uεj , I2 =

∫
Ω
a
(
x,Duεj

)
· Duεj , I3 =

∫
Ω
F
(
uεj
)
· Duεj

I4 =

∫
Ω
ψ
(
uεj
)
uεj , I5 =

∫
Ω
f εj u

ε
j . Applying (A2) in I2, using the Lipschitz

character of F and stokes formula together with the boundary condition (2), we
find ∫

Ω

bεj − bεj−1

ε
uεj + λ

∫
Ω

N∑
i=1

∣∣∣∣∂uεj∂xi

∣∣∣∣pi dx+

∫
Ω
ψ
(
uεj
)
uεj ≤

∫
Ω
f εj u

ε
j . (22)

If we define the convex, l.s.c., proper function ϕid : R → R ∪ {+∞} by

ϕid(r) =

{ ∫ r
0

(
β−1

)0
(σ)dσ, if r ∈ R(β),

+∞ otherwise ,
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then uεj ∈ ∂ϕid

(
bεj

)
for all j = 1, . . . . . . ., N(ε) and

ϕid
(
bεj
)
− ϕid

(
bεj−1

)
≤
(
bεj − bεj−1

)
uεj (23)

holds almost everywhere in Ω. Therefore from (22) and (23) it follows that

∫
Ω

ϕid

(
bεj

)
− ϕid

(
bεj−1

)
ε

+ λ

∫
Ω

N∑
i=1

∣∣∣∣∂uεj∂xi

∣∣∣∣pi dx ≤
∫
Ω
f εj u

ε
j . (24)

Integrating (24) over (tj−1, tj ] and taking the sum over j = 1, . . . .., N(ε) yield

∫
Ω
ϕid (bε(T )) + λ

∫ T

0

∫
Ω

N∑
i=1

∣∣∣∣∂uε∂xi

∣∣∣∣pi dxdt ≤ ∫
Ω
ϕid (bε(0))

+C ∥fε∥L∞(Q)

(∫ T

0

∫
Ω

N∑
i=1

∣∣∣∣∂uε(x)∂xi

∣∣∣∣pi dxdt
) 1

pi

( due to(3)).

(25)

According to (Dε) , bε(0) = bε0 converges to b0 and fε converges to f in
L1
(
0, T, L1(Ω)

)
as ε ↓ 0 Therefore, the right-hand side of (25) is bounded by

a constant

C1

(
∥f∥L∞(QT ), ∥b0∥L1(Ω)

)
> 0

that does not depend on ε. Now, (iii) follows from (25) if we neglect the positive
term. ◀

5.2. The case where β continuous and non-decreasing.

Lemma 4. Let β be a continuous and non-decreasing function, f ∈ L∞ (QT ),

b0 ∈ D (Aβ)
∥·∥L1(Ω) ∩ L∞(Ω). For ε, δ > 0 let (Dε) , (Dδ) be equidistant time dis-

cretisations and (uεi , b
ε
i )
N(ε)
i=1 ,

(
uδj , b

δ
j

)M(δ)

j=1
solutions of the corresponding discre-

tised problems (DPε,ψ) and (DPδ,ψ) . Assume that the piecewise constant func-
tions bε, bδ : [0, T ] → L1(Ω) defined by bε(0) = bε0, bδ(0) = bδ0, bε(t) = bεi , bδ(t) = bδj

for t ∈
(
tεi−1, t

ε
i

]
and t ∈

(
tδj−1, t

δ
j

]
respectively, i = 1, . . . , N(ε), j = 1, . . . ,M(δ)

converge to a function b ∈ C
(
[0, T ];L1(Ω)

)
as ε, δ ↓ 0 in L∞ (0, T ;L1(Ω)

)
. Then

lim
ε,δ↓0

∫ T

0

∫
Ω
|ψ (uε)− ψ (uδ)| = 0 (26)
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holds for the piecewise constant functions uε, uδ : (0, T ) → W 1,−→p
0 (Ω) defined by

uε(t) = uεi for t ∈
(
tεi−1, t

ε
i

]
and i = 1, . . . .., N(ε), uδ(t) = uδj for

(
tδj−1, t

δ
j

]
and

j = 1, . . . .,M(δ)

Proof. Use analogous arguments in [23].
The a priori estimates of Lemma 3 and Lemma 4 imply the following conver-

gence results for the approximate solutions of (DPε,ψ) for ε ↓ 0 : ◀

Lemma 5. Let ε > 0 take values in a sequence in (0, 1) tending to 0. For f ∈
L∞ (QT ), b0 ∈ D (Aβ)

∥·∥L1(Ω) ∩ L∞(Ω), let uε, bε be the piecewise constant func-
tions defined by (DPε,ψ) . Then there exist functions b ∈ C

(
[0, T ];L1(Ω)

)
, u ∈

L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT ) and Φ ∈

N∏
i=1

Lp
′
i (QT , ) such that for a not rela-

beled subsequence of (uε)ε we have the following convergence results for ε ↓ 0:
i) uε → u almost everywhere in QT , weak-* in L∞ (QT ) and weak in

L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
,

ii) bε → b in L∞ (0, T, L1(Ω)
)
and b = β(u) almost everywhere in QT ,

iii) Duε → Du in

N∏
i=1

Lpi (QT ) ,

iv) a (x,Duε) → Φ in

N∏
i=1

Lp
′
i (QT ).

Proof. If (εn)n ⊂ (0, 1) is a sequence tending to 0 as n→ ∞, applying Lemma
4 with uε = uεn , uδ = uεm for m,n ∈ N yields that (passing to a subsequence if
necessary)

|ψ (uεn)− ψ (uεm)| → 0

almost everywhere in QT as m,n → ∞. Hence, (uεn)n is a Cauchy sequence
almost everywhere in QT and there exists a measurable function u : QT → R
such that uεn → u almost everywhere in QT as n → ∞. By (20) and (21) it

follows that u ∈ L
−→p
(0, T ;W 1,−→p

0 (Ω)) ∩ L∞ (QT ) and i), iii) hold. By definition
of the operator Aβ,ψ, assuming β to be a continuous, non-decreasing function
it follows that bε(t) = β (uε(t)) a.e. in (0, T ) for all ε > 0. Keeping in mind
that by nonlinear semigroup theory, (bε)ε converges to the mild solution b ∈
C
(
[0, T ];L1(Ω)

)
of (ACP ) (f, ψ, b0) as ε ↓ 0 and using i) and the continuity of β,

ii) holds. Applying (21) and (A3) (and passing to a subsequence if necessary),

we find that a (x,Duε)⇀ Φ in

N∏
i=1

Lp
′
i (QT ) for some Φ ∈

N∏
i=1

Lp
′
i (QT ). ◀
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Using the convergence results of the preceeding Lemma, we have the following
existence result.

Proposition 3. If β : R → R is a continuous and non-decreasing function,
then there exists a weak solution (in the sense of Definition 2 (u, b = β(u)) to

(P,ψ, f, b0) for any f ∈ L∞ (QT ) and b0 ∈ D (Aβ)
∥·∥L1(Ω) ∩ L∞(Ω).

Proof. Let b̃ε : [0, T ] → L1(Ω) be the piecewise linear function defined by

b̃ε(t) = bεj−1+
t−tεj−1

tεj−tεj−1

(
bεj − bεj−1

)
for t ∈

[
tεj−1, t

ε
j

]
, j = 1, . . . . . . , N(ε). For arbi-

trary ξ ∈ D([0, T ) × Ω) and t ∈ [0, T ) the function Ω ∋ x → ξ(t, x) is in D(Ω),
hence we can use it as a test function each equation of (DPε,ψ). Integrating over(
tεj−1, t

ε
j

)
and summing over j = 1, . . . . . . , N(ε) we find

−
∫ T

0

∫
Ω
b̃εξt+(a (x,Duε) + F (uε)) ·Dξ+ψ (uε) ξ−

∫
Ω
b̃ε(0)ξ(0, .) =

∫ T

0

∫
Ω
fεξ.

(27)
Since b̃ε → b in C

(
[0, T ];L1(Ω)

)
as ε ↓ 0 using the convergence results of Lemma

4.3 we can pass to the limit in (27) to obtain

−
∫ T

0

∫
Ω
(b− b0) ξt + (Φ + F (u)) ·Dξ + ψ(u)ξ =

∫ T

0

∫
Ω
fξ (28)

for all ξ ∈ D([0, T ) × Ω), where b = β(u). It remains only to prove that
Φ = a(x,Du). To this end, let κ be a non-negative function in C∞

c ([0, T )). We

discretise κ with respect to (DPε,ψ) by setting κε(0) = κ(0) and κε(t) = κ
(
tεj

)
for t ∈

(
tεj−1, t

ε
j

]
and j = 1, . . . . . . , N(ε). Taking κ

(
tεj

)
uεi as a test function in

(DPε,w) yields:

κ
(
tεj
) ∫

Ω

bεj − bεj−1

ε
uεj +

(
a
(
x,Duεj

)
+ F

(
uεj
))

·Duεj + ψ
(
uεj
)
uεj =

∫
Ω
f εj κ

(
tεj
)
uεj

(29)
for all j = 1, . . . ., , N(ε). If we define ϕid : R → R ∪ {+∞} by

ϕid(r) =

{ ∫ r
0

(
β−1

)0
(σ)dσ, if r ∈ R(β),

+∞ otherwise,
(30)

since bεj = β
(
uεj

)
for all j = 1, . . . . . . , N(ε) it follows that

bεj − bεj−1

ε
uεj ≥

1

ε

∫ bεj

bεj−1

(
β−1

)0
(σ)dσ =

1

ε

(
ϕid
(
bεj
)
− ϕid

(
bεj−1

))
(31)
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a.e. in Ω. Now, integration over
(
tεj−1, t

ε
j

)
in (29) and summation over j =

1, . . . ., N(ε) yields:

N(ε)∑
j=1

∫
Ω

(
ϕid
(
bεj
)
− ϕid

(
bεj−1

))
κ
(
tεj
)

+

∫
QT

κε ((a (x,Duε) + F (uε)) ·Duε + ψ (uε)uε) ≤
∫
QT

fεuεκε,

(32)

where uε : (0, T ) →W 1,−→p
0 (Ω) is a piecewise constant function defined by uε(t) =

uεj , for t ∈
(
tεj−1, t

ε
j

]
, j = 1, . . . , N(ε) and fε : (0, T ) → L∞(Ω) is a piecewise

constant function defined by fε(t) = f εj for t ∈
(
tεj−1, t

ε
j

]
, j = 1, . . . , N(ε). Using

summation by parts in the first term of (32) and setting bε(t) = bεj for t ∈(
tεj−1, t

ε
j

]
, j = 1, . . . , N(ε), bε(t) = bε0 for t ∈ (−ε, 0] it follows that∫

QT

κεa (x,Duε) ·Duε ≤
∫ T−ε

−ε

∫
Ω
κt(t+ ε)ϕid (bε) +

∫
Ω
ϕid (b

ε
0)κε(0)

−
∫
QT

κε (F (uε) ·Duε + (ψ (uε)− fε)uε) .

(33)

Using the convergence results of Lemma 5, there is no problem to pass to the
limit with ε ↓ 0 on the right-hand side of (33). Moreover,

lim sup
ε↓0

∫
QT

κεa (x,Duε) ·Duε

≥ lim sup
ε↓0

∫
QT

κa (x,Duε) ·Duε + lim inf
ε↓0

∫
QT

(κε − κ) a (x,Duε) ·Duε,
(34)

where the second term on the right hand side of (34) is 0 by (A2), (21) and since
∥κε κ∥L∞(0,T ) → 0. Combining (33) with (34) and passing to the limit with ε ↓ 0
we find

lim sup
ε↓0

∫
QT

κa (x,Duε) ·Duε

≤
∫
QT

κt(t)ϕid(b) +

∫
Ω
ϕid (b0)κ(0)−

∫
QT

κ(F (u) ·Du+ ψ(u)u− fu).

(35)

Since (28) holds, we can apply the integration-by-parts formula of Lemma 2
with h(u) = u and ξ = κχΩ to obtain∫

QT

κt

∫ b(t,x)

b0

(
β−1

)0
(σ)dσ =

∫
QT

κ(F (u) ·Du+Φ ·Du+ ψ(u)u− fu) (36)
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for all κ ∈ C∞
c ([0, T )), κ ≥ 0. Combining (35) and (36) we finally get

lim sup
ε↓0

∫
QT

κa (x,Duε) ·Duε ≤
∫
QT

κΦ ·Du. (37)

Therefore it follows that

lim sup
ε↓0

∫
QT

κ (a (x,Duε)− a(x,Du)) · (Duε −Du) ≤ 0 (38)

for all κ ∈ C∞
c ([0, T )), κ ≥ 0. Using (A4) and Minty’s monotonicity argument we

get Φ = a(x,Du) from (37)and (38). Moreover, choosing κ = χ(0,τ) for 0 < τ < T ,
from (38) we obtain a (x,Duε) ·Duε → a(x,Du) ·Du weak in L1((0, τ)× Ω). ◀

5.3. The general case of multivalued β

Now, let β ⊂ R×R be a maximal monotone graph. To continue the proof of
Theorem 2, we proceed as in [20] in the case of a constant exponent and combine
the techniques developed in [7] with the approach from [3], so that we do not
need the additional assumption that β−1 is continuous and defined on R if we
accept one more approximation procedure.

For the first approximation procedure let us regularize β by βk := β+ 1
kI, k >

0. Clearly, the results of Subsection 3.7 still apply to the nonlinear operator

Aβk,ψ := {(bk, wk) ∈ L1(Ω)×L1(Ω) : ∃uk : Ω → R. measurable, bk ∈ β(uk) a.e in
Ω, uk is a renormalized solution of −div(a(x,Duk) + F (uk)) + ψ(uk) = wk}

and therefore there exists a unique mild solution bk ∈ C
(
[0, T ];L1(Ω)

)
of the

abstract Cauchy problem

(ACP )k

(
, ψ, f, bk0

) dbk

dt
+Aβk,ψb

k ∋ f in (0, T )

bk(0) = bk0,

corresponding to
(
Pk, ψ, f, b

k
0

)
for any given f ∈ L1 (QT ) , b

k
0 ∈ D (Aβk,ψ)

∥·∥L1(Ω)

and k > 0. Moreover, it follows from the results for the elliptic case (see Theorem
4.1 [1] ) that for any f ∈ L1(Ω)

lim
k→∞

∥∥∥(I +Aβk,ψ)
−1 f − (I +Aβ,ψ)

−1 f
∥∥∥
L1(Ω)

= 0. (39)

Applying the a priori estimates of Lemma 3 we get the following convergence

results for the solutions of the discretized problems
(
DP kε,ψ

)
:
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Lemma 6. For f ∈ L∞ (QT ) , b
k
0 ∈ D (Aβk,ψ)

∥·∥L1(Ω) ∩ L∞(Ω) and ε, k > 0, let(
bε,kj , uε,kj

)N(ε)

j=1
be a solution of the discretized problem

(
DP kε,ψ

)
. For k > 0, let

bk ∈ C
(
[0, T ];L1(Ω)

)
be the L∞ (0, T ;L1(Ω)

)
-limit of the sequence of piecewise

constant functions
(
bkε
)
ε
defined by bkε : (0, T ) → L1(Ω), bkε(0) = bε,k0 , bkε(t) = bε,kj

for t ∈
(
tεj−1, t

ε
j

]
and j = 1, . . . , N(ε). If we define ukε : (0, T ) → W 1,−→p

0 (Ω) ∩

L∞(Ω) by ukε(t) = uε,kj for t ∈
(
tεj−1, t

ε
j

]
, j = 1, . . . ., N(ε), then there exists

uk ∈ L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT ) and a subsequence of

(
ukε
)
ε
such that, as

ε ↓ 0,
i) ukε → uk almost everywhere in QT , weak −∗ in L∞ (QT ) and weak in

L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
,

ii) bkε → bk in L∞ (0, T ;L1(Ω)
)
, in L1 (QT ) and almost everywhere in QT .

Moreover, bk ∈ βk
(
uk
)
almost everywhere in QT ,

iii) Dukε ⇀ Duk in
N∏
i=1

Lpi(QT ),

iv) a
(
x,Dukε

)
⇀ a

(
x,Duk

)
in

N∏
i=1

Lp
′
i (QT ) .

Proof. Using the a priori estimates (19), (20) and (21), it follows immediately

that there exists uk ∈ L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT ) such that, passing to a

subsequence if necessary, iii) holds and ukε ⇀ uk weak-* in L∞ (QT ) and weak

in L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
. The convergence of bkε to bk in L∞ (0, T ;L1(Ω)

)
follows

immediately from nonlinear semigroup theory and this implies the other con-

vergence results for a subsequence of
(
bkε
)
ε
. By

(
DP kε,ψ

)
, we have bkε ∈ βk

(
ukε
)

almost everywhere in QT .
Since β is a maximal monotone graph,

(
β + 1

kI
)−1

= k(kβ + I)−1 is single-

valued and Lipschitz continuous in R, hence ukε :=
(
β + 1

kI
)−1

bkε converges to

uk =
(
β + 1

kI
)−1

bk almost everywhere in QT . Therefore i) and ii) hold. Finally,
iv) follows with the same arguments as in the proof of Lemma 5 and Proposition
3. ◀

Using the convergence results of Lemma 6 we can prove the following result:

Proposition 4. For any k > 0, f ∈ L∞ (QT ) and b
k
0 ∈ D (Aβk,ψ)

∥·∥L1(Ω) ∩L∞(Ω)
there exists a weak solution

(
uk, bk

)
to
(
Pk, ψ, f, b

k
0

)
. In particular, bk is the mild

solution of (ACP )k
(
ψ, f, bk0

)
.
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Proof. The assertion follows according to the convergence results of Lemma
6 and by similar arguments as in the proof of Proposition 3.

Next we want to obtain a weak solution (u, b) of (P,ψ, f, b0) for f ∈ L∞ (QT )

and b0 ∈ D (Aβk,ψ)
∥·∥L1(Ω) ∩ L∞(Ω) by passing to the limit with k → ∞ in the

approximate equations (Pk, ψ, f, b0). The convergence of the sequence
(
bk
)
k
is an

immediate consequence of nonlinear semigroup theory. ◀

Lemma 7. If b0 is in D (Aβ,ψ)
∥·∥L1(Ω) such that there exists

(
bk0
)
k
⊂ L1(Ω) with

bk0 ∈ ∈ D (Aβk,ψ)
∥·∥L1(Ω) for all k > 0 and bk0 → b0 in L1(Ω) as k → ∞, then bk

converges in C
(
[0, T ];L1(Ω)

)
to the mild solution b of (ACP ) (ψ, f, b0) as k → ∞.

Proof. From (39) it follows that Aβ,ψ ⊂ lim infk→∞Aβk,ψ and therefore the
assertion follows according to nonlinear semigroup theory (see, e.g. [6]).

The following comparison principle is a corresponding result for multivalued
β and was proved in [20] and [7]in the constant exponent case. ◀

Lemma 8. For f ∈ L1 (QT ) , l, k > 0, bk0, b
l
0 ∈ L1(Ω) such that

lim
k,l→∞

∥∥∥bk0 − bl0

∥∥∥
L1(Ω)

= 0,

let
(
uk, bk

)
,
(
ul, bl

)
be the weak solutions of

(
Pk, ψ, f, b

k
0

)
,
(
Pl, ψ, f, b

l
0

)
, respec-

tively. Then,

lim
k,l→∞

∫ θ

τ

∫
Ω
|ψ (uk)− ψ (ul)| = 0

holds for all 0 < τ < θ < T .

Proof. The proof of this lemma follows the same lines as the proof of the
corresponding result in the case of a constant exponent p as stated in [7], Propo-
sition 4.2.2., and (see also [20], Proposition 4.2) and is omitted here in detail.
It is based on Kruzhkov’s doubling of variable technique (see e.g. [17]) that has
been adapted by other authors (see [7], [20]) to prove uniqueness results and
comparison principles for elliptic-parabolic problems. In our particular case, we
only have to double the time variables: let t, s denote two variables in [0, T ].
We write the t variable in the weak formulation of

(
Pk, ψ, f, b

k
0

)
and the s vari-

able in the weak formulation of
(
Pl, ψ, f, b

l
0

)
. For δ > 0, and r ∈ R we define

the function r → ηδ(r) by ηδ(r) := 1
δTδ(r). According to the integration-by-

parts formula of Lemma 2 we choose ηδ (uδ(t, x)− ul(s, x) + δπ(x))ϕ(t)ρn(t− s)
as a test function in

(
Pk, ψ, f, b

k
0

)
and

(
Pl, ψ, f, b

l
0

)
, where π ∈ D(Ω) such that

0 ≤ π ≤ 1, ϕ ∈ D([0, T )) such that ϕ ≥ 0 and (ρn)n is a sequence of mollifiers in
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R. There is no problem to pass to the limit with δ ↓ 0 in the diffusion and the
convection term because F is assumed to be locally Lipschitz continuous. ◀

Using this result, we can prove the following:

Proposition 5. For any f ∈ L∞ (QT ) and b0 ∈ D (Aβk,ψ)
∥·∥L1(Ω) ∩L∞(Ω), there

exists u ∈ L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT ) and b ∈ C

(
[0, T ];L1(Ω)

)
such that

(u, b) is a weak solution to (P,ψ, f, b0) . In particular, b is the mild solution of
(ACP ) (ψ, f, b0).

Proof. According to Corollary 1 (iii), we have

D (Aβ,Ψ)
∥·∥L1(Ω) ⊂ D (Aβk,ψ)

∥.∥L1(Ω)

for all k > 0. Therefore, if b0 is in D (Aβ,ψ)
∥·∥L1(Ω) ∩ L∞(Ω) it is in

D (Aβk,ψ)
∥·∥L1(Ω) ∩ L∞(Ω) for all k > 0 and by Proposition 4, (Pk, ψ, b0, f) has

a weak solution
(
uk, bk

)
⊂
(
L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT )

)
× C

(
[0, T ];L1(Ω)

)
for all k > 0.
In particular,

∫
QT

−
(
bk − b0

)
ξt +

(
a
(
x,Duk

)
+ F

(
uk
))

·Dξ + ψ
(
uk
)
ξ =

∫
QT

fξ (40)

holds for any ξ ∈ D([0, T ) × Ω). By Lemma 7, bk → b as k →
∞ in C

(
[0, T ];L1(Ω)

)
, where b ∈ C

(
[0, T ];L1(Ω)

)
is the mild solution of

(ACP ) (ψ, f, b0) and therefore b(0) = b0 almost everywhere in Ω. From Lemma
8 it follows with the same arguments as in the proof of Lemma 5 that there
exists a measurable function u : QT → R and a (not relabeled) subsequence of(
uk
)
k
such that uk → u, almost everywhere as k → ∞. Since the a priori es-

timates of Lemma 3 still hold for uk, independently of k > 0, it follows that,
as k → ∞ and up to a non-relabeled subsequence, uk converges to u weak-* in

L∞ (QT ) and weak in L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
, Duk ⇀ Du in

N∏
i=1

Lpi (QT ), hence u is

in L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩L∞ (QT ) . Moreover, there exists Φ ∈

N∏
i=1

Lp
′
i (QT ) such

that a
(
x,Duk

)
⇀ Φ weak in

N∏
i=1

Lp
′
i (QT ) as k → ∞. Using these convergence
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results, we can pass to the limit in (40) and find that

−
∫
QT

(b− b0) ξt +

∫
QT

(Φ + F (u)) ·Dξ +
∫
QT

ψ(u)ξ =

∫
QT

fξ (41)

for all ξ ∈ D([0, T ) × Ω ). Next, we prove a(x,Du) = Φ. To this end, we fix
σ ∈ D([0, T )), σ ≥ 0 and l > 0. Since (40) holds, by Lemma (2) we can use
σTl

(
uk
)
as a test function and obtain

−
∫
QT

σt

∫ bk

b0

Tl ◦
(
β +

1

k
I

)−1

(s)ds+

∫
QT

σa
(
x,Duk

)
·DTl

(
uk
)

= −
∫
QT

σ
(
F
(
uk
)
·DTl

(
uk
)
+
(
ψ
(
uk
)
− f

)
Tl

(
uk
))

.

(42)

There is no problem to pass to the limit with k → ∞ on the right-hand side of
(42). To pass to the limit in the first term on the left-hand side, we write∫ bk

b0

Tl ◦
(
β +

1

k
I

)−1

(s)ds = I1 + I2, (43)

where, since bk ∈
(
β + 1

kI
)
uk almost everywhere in QT ,

I1 =

∫ bk

0
Tl ◦

(
β +

1

k
I

)−1

(s)ds = bkTl

(
uk
)
−
∫ Tl(uk)

0

(
β0 +

1

k
I

)
(s)ds (44)

(see [19]]) almost everywhere in QT and

I2 = −
∫ b0

0
Tl ◦

(
β +

1

k
I

)−1

(s)ds. (45)

Now, setting u0 :=
(
β−1

)0
(b0) we have

(
b0 +

1
ku0
)
∈
(
β + 1

kI
)
u0, hence

I2 = −b0Tl (u0) +
∫ Tl(u0)

0

(
β0 +

1

k
I

)
(s)ds−

∫ b0+
1
k
u0

b0

Tl ◦
(
β +

1

k
I

)−1

(s)ds

(46)
almost everywhere in Ω. Passing to the limit with k → ∞ we find:

lim
k→∞

I1 = −bTl(u) +
∫ Tl(u)

0

(
β0
)
(s)ds = −

∫ b

0
Tl ◦

(
β−1

)0
(s)ds (47)

almost everywhere in QT and

lim
k→∞

I2 = −b0Tl (u0) +
∫ Tl(u0)

0

(
β0
)
(s)ds = −

∫ b0

0
Tl ◦

(
β−1

)0
(s)ds (48)
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almost everywhere in Ω. Now, thanks to Lebesgue Dominated Convergence The-
orem it follows that

lim
k→∞

−
∫
QT

σt

∫ bk

bk0

Tl ◦
(
β +

1

k
I

)−1

(s)ds = −
∫
QT

σt

∫ b

b0

Tl ◦
(
β−1

)0
(s)ds, (49)

and therefore

lim sup
k→∞

∫
QT

σa
(
x,Duk

)
·DTl

(
uk
)
=∫

QT

σt

∫ b

b0

Tl ◦
(
β−1

)0
(s)ds−

∫
QT

σ (F (u) ·DTl(u) + (ψ(u)− f)Tl(u)) .

(50)

Now we use σTl(u) as a test function in (41). By Lemma 2 we get∫
QT

σΦ ·DTl(u) =
∫
QT

σt

∫ b

b0

Tl ◦
(
β−1

)0
(s)ds

−
∫
QT

σ (F (u) ·DTl(u) + (ψ(u)− f)Tl(u)) .

(51)

Subtracting (51) from (50) and choosing l = ∥u∥L∞(QT ) it follows that

lim sup
k→∞

∫
QT

σa
(
x,Duk

)
·Duk ≤

∫
QT

σΦ ·Du (52)

for all σ ∈ D([0, T )), σ ≥ 0. Furthermore, using (52) we have

lim
k→∞

∫
QT

σ
(
a
(
x,Duk

)
− a(x,Du)

)
·
(
Duk −Du

)
= 0 (53)

for all σ ∈ D([0, T )), σ ≥ 0. Now, Φ = a(x,Du) follows from (53) by the Minty
monotonicity argument. It is left to prove that b ∈ β(u) almost everywhere in
QT . Since we have bk ∈ βk

(
uk
)
almost everywhere in QT , for any k > 0 there

exists Bk ∈ β
(
uk
)
such that bk = Bk + 1

ku
k and since Bk → b for k → ∞ almost

everywhere in QT . If we define j : R → R ⊔ {+∞} by j(r) =
∫ r
0 β

0(σ)dσ if

r ∈ D(β) and j(r) = +∞ otherwise, it is easy to see that j is a convex, l.s.c,
proper function such that β = ∂j. Therefore,

j(r) ≥ j
(
uk
)
+Bk

(
r − uk

)
(54)

holds for any r ∈ R and almost everywhere in QT . Now, by the almost everywhere
convergence of Bk to b and uk to u, from (54) it follows that b ∈ β(u) almost
everywhere in QT . ◀
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5.4. L1 -contraction and uniqueness of renormalized solutions

Proposition 6. For f1, f2 ∈ L1 (QT ) , b
1
0, b

2
0 ∈ L1(Ω), let (u1, b1) , (u2, b2) be

renormalized solutions of
(
P, f1, b

1
0

)
,
(
P, f2, b

2
0

)
respectively. Then∫

Ω
(b1(t)− b2(t))

+ ≤
∫ t

0

∫
Ω
(f1 − f2)

+ +

∫
Ω

(
b10 − b20

)+
(55)

holds for almost all t ∈ (0, T ).

Proof. We can copy the proof in [7], Theorem 4.1 for the case of a
constant exponent with slight modifications such as exchanging the space

Lp
(
0, T ;W

1,p(.)
0 (Ω)

)
by L

−→p
(
0, T ;W 1,−→p

0 (Ω)
)
. ◀

Remark 3. The result of Proposition 6 still holds if we replace
(
P, fi, b

i
0

)
by(

P,ψi, fi, b
i
0

)
, where ψi : R → R is a continuous, non-decreasing function for

i = 1, 2.

Remark 4. Uniqueness of renormalized solutions is a direct consequence of
Proposition 6: If (u, b) is a renormalized solution to (P, f, b0) for f ∈ L1(Ω)

and b0 ∈ D (Aβ)
∥·∥L1(Ω), then b is unique. We cannot expect uniqueness of the

function u without additional assumptions on β.

5.5. A comparison principle and weak solutions for L1 -data

Lemma 9. Let b0, b̃0 be in L1(Ω)f, f̃ ∈ L1 (QT ) , ψ, ψ̃ : R → R be strictly in-
creasing, continuous functions and (u, b), (ũ, b̃) be weak solutions to (P,ψ, f, b0)

and
(
P, ψ̃, f̃ , b̃0

)
, respectively. If we have b0 ≤ b̃0 almost everywhere in Ω, f ≤ f̃

almost everywhere in QT and ψ̃(r) ≤ ψ(r) for all r ∈ R, then u ≤ ũ holds almost
everywhere in QT .

Proof. As in the proof of the corresponding result in the case of a constant
exponent ( [20], Lemma 4.3.1., p. 120 and [7], Proposition 4.2.).

5.6. Conclusion of the Proof of Theorem 1

For n ∈ N, we define the continuous, strictly increasing function ψn : R → R
by

ψn(r) :=
1

n

(
arctan(r) +

π

2

)
, r ∈ R.
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Then, by Proposition 5, there exists a weak solution (un, bn) ∈(
L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)

∩L∞ (QT )) × C
(
[0, T ];L1 (QT )

)
to (P,ψn, f, b0) for any

n ∈ N. Since Aβ ⊂ lim infn→∞Aβ,ψn and bn is the mild solution of
(ACP ) (ψn, f, b0), it follows that bn con- verges in C

(
[0, T ];L1(Ω)

)
to the

mild solution b of (ACP ) (f, b0) as n → ∞. Since ψn ≥ ψn+1 in R for
all n ∈ N, from Lemma 9 it follows that un ≤ un+1 almost everywhere in
QT for all n ∈ N, hence there exists a measurable function u : QT → R
such that un ↑ u almost everywhere in QT . Moreover, arctan (r) − π

2 ≤
ψn ≤ arctan(r) + π

2 for all r ∈ R and all n ∈ N and from Lemma 9 it fol-
lows that uπ

2
≤ un ≤ u−π

2
almost everywhere in QT for all n ∈ N where(

uπ
2
, bπ

2

)
,
(
u−π

2
, b−π

2

)
∈
(
L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
∩ L∞ (QT )

)
× C

(
[0, T ], L1(Ω)

)
are the weak solutions to

(
P, arctan+π

2 , f, b0
)
and

(
P, arctan−π

2 , f, b0
)
respec-

tively. Therefore u ∈ L∞ (QT ) and un → u weak-* in L∞ (QT ) for a not
relabeled subsequence of (un)n . For δ > 0 we define ϕδ : [0, T ] → R by
ϕδ(t) := min

(
1
δ max(T − δ − t, 0), 1

)
. Thanks to the integration-by-parts formula

of Lemma 2, can use ϕδTk (un) as a test function and obtain for k = ∥u∥L∞(QT ) :

1

δ

∫ T+2δ

T−2δ

∫
Ω

∫ bn(t,x)

0
T∥u∥L∞(QT )

◦
(
β−1

)0
(σ)dσ −

∫
Ω

∫ b0

0
T∥u∥L∞(QT )

◦
(
β−1

)0
(σ)dσ

+

∫
QT

ϕδ

(
((a (x,Dun) + F (un)) ·Dun) +

1

n
arctan (un) · un

)
=

∫
QT

ϕδun

(
f − π

2

)
.

(56)
We neglect positive terms and use (A2), pass to the limit with δ ↓ 0 and obtain∫

QT

N∑
i=1

∣∣∣∣∂un∂xi

∣∣∣∣pwidxdt ≤ C∥u∥L∞(QT )

(∥∥∥|f |+ π

2

∥∥∥
L1(QT )

+ ∥b0∥L1(Ω)

)
, (57)

where C > 0 is a positive constant not depending on n ∈ N. From (57) we get u ∈
L
−→p
(
0, T ;W 1,−→p

0 (Ω)
)
and there exists a (not relabeled) subsequence of (un)n such

that Dun ⇀ Du weak in

N∏
i=1

Lpi (QT ) and a (x,Dun) ⇀ Φ weak in

N∏
i=1

Lp
′
i (QT )

for a function Φ ∈
∏N
i=1 L

p′ (QT ) . Now we can pass to the limit with n → ∞ in
the weak formulation for (P, f, ψn, b0) and obtain

−
∫
QT

(b− b0) ξt + (Φ + F (u)) ·Dξ =
∫
QT

f · ξ (58)

for all ξ ∈ D([0, T ) × Ω). With the same arguments as in the proof of Propo-
sition 5 it follows that Φ = a(x,Du) (by Minty monotonicity argument) and
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b ∈ β(u) (by a subdifferential argument). To prove theorem 2, we will use several
approximation procedures.

6. Proof of Theorem 2

As in the proof of Theorem 1 for the elliptic case (see [1]), we will construct
monotone sequences of weak solutions for L∞ -data and show convergence (up
to a subsequence) to a renormalized solution. The comparison principles from
Lemma 9 and proposition 6 will be a main tool in this approximation procedure.

Step 1. Approximate solutions and a priori estimate.

Let f be in L1 (QT ) and b0 ∈ D (Aβ)
∥·∥L1(Ω) . For m,n ∈ N, let fm,n :=

max(min(f,m),−n), bm,n0 := max (min (b0,m) ,−n) . Furthermore, we define
ψm,n : R → R by

ψm,n(r) :=
1

m
max(r, 0)− 1

n
max(−r, 0) for r ∈ R.

By Proposition 5, (P,ψm,n, fm,n, b
m,n
0 ) has a weak solution (um,n, bm,n) for

all m,n ∈ N. We have ψm,n ≥ ψm+1,n for all n ∈ N and ψm,n ≤ ψm,n+1

on R. By lemma 9 it follows that um,n ≤ um+1,n and um,n+1 ≤ um,n almost
everywhere in QT for any m,n ∈ N Hence, there exist measurable functions
un : QT → R ∪ {+∞}, u : QT → R such that um,n ↑ un as m → ∞ and
un ↓ u as n→ ∞ almost everywhere in QT . By Lemma 9, it follows that bm,n ≤
bm+1,n and bm,n+1 ≤ bm,n almost everywhere in QT for any n,m ∈ N. Note
that we have also ψm,n(r) ↓ ψn(r) := − 1

n max(−r, 0) as m → ∞ and ψn(r) ↑ 0
as n → ∞ for all r ∈ R. Therefore, Aψn,β ⊂ lim infm→0Aψm,n,β and Aβ ⊂
lim infn→0Aψn,β. By nonlinear semigroupe theory it follows that bm,n ↑ bn as
m → ∞ in C

(
[0, T ];L1(Ω)

)
, where bn is the mild solution of (ACP) (ψn, fn, bn0 )

with ψn(r) := − 1
n max(−r, 0), fn := max(f,−n), and bn0 := max (b0,−n) for

n ∈ N.Moreover, bn ↓ b as n→ ∞ in C
(
[0, T ];L1(Ω)

)
where b is the mild solution

of (ACP) (f, b0) . In the next steps, we will prove that (u, b) is a renormalized
solution to (P, f, b0). Therefore we need the following a priori estimate:

Lemma 10. For m,n ∈ N, f ∈ L1 (QT ) and b0 ∈ D (Aβ)
∥·∥L1(Ω) let (um,n, bm,n)

be the weak solution to (P,ψm,n, fm,n, b
m,n
0 ) . Then there exists a constant C > 0

not depending on m,n ∈ N such that∫ T

0

∫
Ω

N∑
i=1

∣∣∣∣∂Tk (um,n)∂xi

∣∣∣∣pi dxdt ≤ Ck
(
∥f∥L1(QT ) + ∥b0∥L1(Ω)

)
(59)

holds for any k > 0 and all m,n ∈ N.
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Proof. We fix k > 0. For δ > 0 we define ϕδ : [0, T ] → R by
ϕδ(t) = min

(
1
δ max(T − δ − t, 0), 1

)
. Using the integration-by-parts formula of

Lemma 2 and density arguments, we plug ϕδTk (um,n) as a test function into
((P,ψm,n, fm,n, b

m,n
0 )). Then, for δ > 0 small enough, we find

I1 + I2 + I3 + I4 = I5, (60)

where

I1 = −
∫ T−δ

T−2δ

∫
Ω
(ϕδ)t

∫ bm,n(t,x)

bm,n
0

Tk ◦
(
β−1

)0
(σ)dσ

=
1

δ

∫ T−δ

T−2δ

∫
Ω

∫ bm,n(t,x)

0
Tk ◦

(
β−1

)0
(σ)dσ −

∫
Ω

∫ bm,n
0

0
Tk ◦

(
β−1

)0
(σ)dσ.

(61)

By (A2) we get

I2 =

∫
QT

ϕδa (x,DTk (um,n)) ·DTk (um,n) ≥ λ

∫ T−2δ

0

∫
Ω

N∑
i=1

∣∣∣∣∂Tk (um,n)∂xi

∣∣∣∣pi dxdt.
(62)

Note that applying Gauss-Green Theorem and the boundary condition∫
Ω
F (Tk (um,n(t))) ·DTk (um,n(t)) = 0

for almost all t ∈ (0, T ) we have

I3 =

∫ T

0
ϕδ

∫
Ω
F (Tk (um,n)) ·DTk (um,n) = 0. (63)

Moreover, by monotonicity of ψm,n we have

I4 =

∫
QT

ψm,n (um,n)Tk (um,n)ϕδ ≥ 0,

I5 =

∫
QT

fm,nTk (um,n)ϕδ ≤ ∥f∥L1(QT )k.

(64)

Now, plugging (61)-(64) into (60) and neglecting non-negative terms we arrive,
at

λ

∫ T−2δ

0

∫
Ω

N∑
i=1

∣∣∣∣∂Tk (um,n)∂xi

∣∣∣∣pi ≤ k∥f∥L1(QT ) +

∫
Ω

∫ bm,n
0

0
Tk ◦

(
β−1

)0
(σ)dσ

≤ k
(
∥f∥L1(QT ) + ∥b0∥L1(Ω)

)
(65)

for all k > and all m,n ∈ N. For δ ↓ 0, the assertion follows. ◀
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Remark 5. There exists a constant C > 0, not depending on n, l ∈ R such that

|{|um,n| ≥ l}| ≤ Cl

(
1
p
−1

)
, (66)

and from (66) it follows that

lim
l→∞

|{|u| ≥ l}| = 0. (67)

Proof. Let k > 0 large enough

k |{|um,n| > k} × [0, T ]| =
∫ T

0

∫
{|um,n|>k}

| Tk (um,n) | dxdt

≤
∫ T

0

∫
Ω
| Tk (um,n|pi dxdt)

1
pi .

≤ TC

(∫
Q

N∑
i=1

∣∣∣∣∂Tk (um,n)∂xi

∣∣∣∣pi
) 1

pi

≤ Ck
1
p ,

which implies that

|{|um,n| > k} × [0, T ]| ≤ Ck
1
p
−1
, ∀k ≥ 1.

So, we have
lim

k→+∞
|{|um,n| > k} × [0, T ]| = 0.

Since bm,n ∈ β (um,n) almost everywhere in QT , it follows with subdifferential
arguments as in the proof of Proposition 5 that bn ∈ β (un) and b ∈ β(u) almost
everywhere in QT . ◀

Step 2. Convergence results.
Now applying the diagonal principle and lemma we get the following conver-

gence results:

Lemma 11. For m,n ∈ N, f ∈ L1 (QT ) and b0 ∈ D (Aβ)
∥.∥L1(Ω) let (um,n, bm,n)

be the weak solution to (P,ψm,n, fm,n, b
m,n
0 ) . Then, there exists a subsequence

(m(n))n such that setting ψn := ψm(n),n, fn := fm(n),n, b0,n := b
m(n),n
0 , bn :=

bm(n),n, un := um(n),n we have the following convergence results for n→ ∞ :
i) fn → f in L1 (QT ) ,
ii) un → u almost everywhere in QT ,
iii) b0,n → b0 in L1(Ω), bn → b in C

(
[0, T ], L1(Ω)

)
, and b ∈ β(u) almost

everywhere in QT , and the uniform renormalized condition

lim sup
l→∞

∫
{l≤|un|≤l+1}

a (x,Dun) ·Dun = 0 (68)
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holds true. Moreover, for any k > 0, we have

iv) Tk (un)⇀ Tk(u) in L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
,

v) DTk (un)⇀ DTk(u) in

N∏
i=1

Lpi (QT ) ,

vi) a (x,DTk (un))⇀ a (x,DTk(u)) in

N∏
i=1

Lp
′
i (QT ) ,

vii) a (x,DTk (un)) ·DTk (un)⇀ a (x,DTk(u)) ·DTk(u) weak in L1((0, τ)×Ω)
for any 0 < τ < T.

Proof. i) − v) are direct consequences of the approximation procedure,
Lemma 10 and Remark 5. To prove the uniform renormalized condition, we
take Tk (un)ϕδ, ϕδ(t) = min

(
1
δ max(T − δ − t, 0), 1

)
as a test function and apply

Lemma 2 in the weak formulation for (P,ψn, fn, b
n
0 ) . By Gauss-Green Theorem

for Sobolev function and the boundary condition, we have∫
Ω
F (Tk (un(t))) ·DTk (un(t)) = 0

for almost all t ∈ (0, T ), Hence the convection terms vanishes. Then we set
k = l+1 and after k = l. Subtracting the corresponding equalities and neglecting
positive terms we obtain∫

{l<|un|<l+1}
ϕδa (x,Dun)·Dun ≤

∫
{|un|>l}

|f |+
∫
Ω

∫ |b0|

0
Gl

((
β−1

)0)
(s)ds, (69)

where Gl = Tl+1 − Tl and the uniform renormalized condition follows applying
(66) in (69). It is left to show that vi) and vii) hold. From Lemma 10 and

(A3) it follows that for any k > 0 there exists Φk ∈
N∏
i=1

Lp
′
i (QT ) such that

a (x,DTk (un)) → Φk weak in
N∏
i=1

Lp
′
i (QT ) as n → ∞. To prove that Φk =

a (x,DTk(u)), we proceed as in as in [20] for the case of a constant exponent (see
also [5]) for variable exponent and [7], Theorem 3.6 [8] for constant exponent.
Now, for κ ∈ D+([0, T )) we show that

lim sup
µ→∞

lim sup
n→∞

∫
QT

κa (x,DTk (un)) ·
(
Tk (un)− (Tk(u))µ

)
≤ 0. (70)

We use the sequence (Tk(u))µ of approximations of Tk(u), and plug the test

function κhl (un)
(
Tk (un)− (Tk(u))µ

)
(for µ > 0) in (P,ψn, fn, b

n
0 ) and obtain

I1 + I2 + I3 + I4 + I5 = I6, (71)
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where
I1 =

〈
(bn − bn0 )t , κhl (un)

(
Tk (un)− (Tk(u))µ

)〉
(72)

and ⟨., .⟩ denotes the duality pairing between Lp
′
(
0, T,W−1,−→p ′

(QT )
)
+L1 (QT )

and L
−→p
(
0, T,W 1,−→p

0 (Ω)
)
∩ L∞ (QT ) ,

I2 =

∫
QT

κhl (un) a (x,Dun) ·D
(
Tk (un)− (Tk(u))µ

)
,

I3 =

∫
QT

κh′l (un)
(
Tk (un)− (Tk(u))µ

)
a (x,Dun) ·Dun,

I4 =

∫
QT

κF (un) ·D
(
hl (un)

(
Tk (un)− (Tk(u))µ

))
,

I5 =

∫
QT

κhl (un)ψ
n (un)

(
Tk (un)− (Tk(u))µ

)
,

I6 =

∫
QT

κfnhl (un)
(
Tk (un)− (Tk(u))µ

)
.

Now we want to pass to the limit with n→ ∞ and then with µ→ ∞. To handle
I2, we choose l > k and apply the uniform renormalized condition. It is easy to see
that I6, I5 and I4 tend to 0 as n → ∞, µ → ∞. Using the uniform renormalized
condition (68), it follows that I3 ≤ w(l, k) and w(l, k) → 0 as l → ∞. To handle
the parabolic term I1, we need the following:

Lemma 12.

lim inf
n→∞

lim inf
µ→∞

〈
f (bn − bn0 )t , κhl (un)

(
Tk (un)− (Tk(u))µ

)〉
≥ 0. (73)

Proof. The proof is similar to the proof of the corresponding result in the
case of a constant exponent (see [5]) for the case of a variable exponent and [7],
[8], for the case of a constant exponent). ◀

If (70) holds, then by (A4) it follows that

lim sup
n→∞

∫
QT

κa (x,DTk (un)) ·D (Tk (un)− (Tk(u))) ≤ 0, (74)

and vi) follows from (74) by the standard Minty-Browder argument. vii) follows
from (74) by choosing κ to be a smooth approximation of χ(0,T ) for 0 < τ < T .

Step 3. Conclusion of the proof of Theorem 2.
Now, we are able to conclude the proof of Theorem 2: By Remark 5 and

Lemma 11 it follows immediately that (P1), (P2) and (P3) hold for all k > 0.
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For h ∈ C1
c (R) and ξ ∈ D ([0, T )× Ω ) we can plug h (un) ξ into (P,ψn, fn, b

n
0 )

by integration-by parts formula of Lemma 2 and obtain

I1 + I2 + I3 + I4 = I5, (75)

where

I1 =

∫
QT

ξt

∫ bn

bn0

h ◦
(
β−1

)0
(s)ds, I2 =

∫
QT

a (x,Dun) ·D (h (un) ξ) ,

I3 =

∫
QT

F (un) ·D (h (un) ξ) , I4 =

∫
QT

ψn (un)h (un) ξ, I5 =

∫
QT

fnh (un) ξ.

Thanks to the convergence results of Lemma 11, we can pass to limit with
n→ ∞ in I1, . . . , I5 : It follows immediately that

lim
n→∞

I1 =

∫
QT

ξt

∫ b

b0

h ◦
(
β−1

)0
(s)ds. (76)

Now we choose m > 0 such that supp h ⊂ [−m,m]. Next, we write

I2 = I2,1 + I2,2, (77)

where

I2,1 =

∫
(0,τ)×Ω

h′ (Tm (un)) ξa (x,DTm (un)) ·DTm (un) ,

for 0 < τ < T is such that supp ξ ⊂ [0, T ) × Ω ). By Lemma 11, vii),
a (x,DTm (un)). DTm (un) ⇀ a (x,DTm(u)) · DTm(u) weak in L1([0, T ) × Ω).
Since h′ (un) ξ → h′(u)ξ almost everywhere in QT and ∥h (un) ξ∥L∞((0,T )×Ω) ≤
∥h∥L∞(QT )∥ξ∥L∞(QT ), we may pass to the limit in I2,1 and obtain

lim
n→∞

I2,1 =

∫
QT

h′(u)ξa(x,Du) ·Du. (78)

By Lebesgue Dominated Convergence Theorem it follows that h (Tm (un)) →
h (Tm(u)) as n → ∞ in Lpi (QT , σ). Using Lemma 11 vi), we can pass to the
limit in

I2,2 =

∫
QT

h (Tm (un)) a (x,DTm (un)) ·Dξ (79)

and find

lim
n→∞

I2,2 =

∫
QT

h(u)a(x,Du) ·Dξ.

Next we write I3 = I3,1 + I3,2, where I3,1 =
∫
QT

h′ (Tm (un)) ξF (Tm (un)) ·
DTm (un), I3,2 =

∫
QT

h (Tm (un))F (Tm (un)) ·Dξ Since h′ (Tm (un))F (Tm (un))
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converge to h′ (Tm(u))F (Tm(u)) in
N∏
i=1

Lp
′
i (QT ) as n → ∞ using Lemma 11 v)

we have

lim
n→∞

I3,1 =

∫
QT

h′(u)ξF (u) ·Du,

and moreover

lim
n→∞

I3,2 =

∫
QT

h(u)F (u) ·Dξ. (80)

Note that

|I4| ≤
m

n
∥h∥L∞(QT )∥ξ∥L∞(QT ) → 0,

for n→ ∞. Finally, we have

lim
n→∞

I5 =

∫
QT

fh(u)ξ, (81)

and from (75)-(81) it follows that (u, b) satisfies the renormalized formulation
(P4). (P5) follows from the uniform renormalized condition (68) and Lemma
(11), vii).

7. Conclusion

In this paper, we proved the existence of solutions for some general nonlinear
parabolic problems, corresponding to Stefan problems which arise in presence
of phase transitions. The novelty of this study is that we extend the results
of [23] to anisotropic Sobolev spaces W 1,−→p (Ω), when the components of vector
−→p = (p1, ..., pN ) are able to vary. We give sufficient conditions ensuring that the
problem (P, f, b0) admits renormalized solutions.
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